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Dear Colleagues,

On behalf of the Conference Committees | have the honor and pleasure to thank you all for
your ftrue participation in the work of the International Conference on Application of
Information and Communication Technology and Statistcis in Economy and Education
(ICAICTSEE-2012) which took place on October 5 — 6, 2012 at the University of National
and World Economy (UNWE), Sofia, Bulgaria.

I would like specially to express my gratitude to all of the program committee members for
their genuine support without which it would never had happened.

The conference has been dedicated to the 45" anniversary of the establishment of the
Department of Information Technologies and Communications at UNWE (1967). The
conference has been organized by the Faculty of Applied Informatics and Statistics, UNWE.

Due to the current state of scientific development in all spheres of human activity, the
constant knowledge and skill actualization of the academia and researchers in the field of
Information and Communicaton Technology (ICT) is an obligatory necessity, especially when
the world is in a global economic and financial crisis. The definition of long-term scientific
research tasks in this area has a strategic importance, which is even more true for young
researchers, lecturers and Ph.D. students.

The conference aims were conducting analysis of the current problems and presenting results
of the ICT application in different areas of economy, education and related areas of scientific
knowledge; outlining the existing possibilities for the application of modern ICT tools,
methods, methodologies and information systems in economy and education; discusing
advanced and emerging research trends with a long-term importance in the field of ICT
application in economy and education.

The conference has tried to establish an academic environment that fosters the dialogue and
exchange of ideas between different levels of academic and research communities.

The conference outcome is 81 published research papers, 24 of which are from foreign
participants, the explosion of fresh ideas and the establishment of new professional relations.

I do hope to meet you all again at ICAICTSEE — 2013.

Dimiter G. Velev
ICAICTSEE-2012 Chair
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APPLICATION OF INFORMATION AND COMMUNICATION
TECHNOLOGIES IN DEVELOPMENT OF E-EDUCATION

H.Mammadov, M.Babanli, Z.Jafarov, A.Suleymanov

Azerbaijan Technical University
babanli@aztu.edu.az

The adoption of the State Program on Informatization of Educational System in the
Azerbaijan Republic has accelerated the process of installation of e-university. The primary
task within the framework of the program is to intensify the processes in tertiary education,
develop human capital and provide a modern level of knowledge transmission technologies.

E-university is a tertiary education management system based on information
processing, exchange and dissemination through electronic means. The main objective of its
establishment is to facilitate the procedures of providing information services to teaching
staff and students, create conditions for correct use of abundance of information, improve
quality, and secure transparency. In this regard, the automation of all kinds of information
processes in educational institutions is a requirement and integral part of the e-university
concept.

E-university includes organization of academic and administrative processes with
application of information and communication technologies, as well as software-hardware
complex, which allows distance learning and continuous education. This complex is
organized by the following systems, which are to operate in a university (corporate) network
with a server-client architecture that has a single database:

=  Management-information system

= Information provision of the credit system.

= Quality monitoring on education services.

= Electronic document circulation and e-mail systems.
= Information-search systems.

Management information system ensures automation the following functions within
the University:

= Automatic compilation of qualification curriculum (training schedules by course
and semester) in accordance with the educational process plan and schedule
maintained in database of e-University.

= Students admission announcements, registration of necessary information on
admitted and transferred students.

=  Automatic compilation of general academic plan in order to reflect each student’s
credits in transcripts.

= Automatic compilation of individual academic plan of fresh students.

= Classification of students by credits to be earned.

= Compilation of group plans.

= Preparation of academic plans for new academic year and submission to chairs.

= Automated preparation of curriculums for teachers by chairs.
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Preparation of academic schedule for each group based on semester schedule.
Automated preparation of online education cards by indicating course hours and
topics.

Registration of students™ attendance and earned points in e-journals.

Automatic calculation of pre-exam points based on notes on e-journals and
registration of credits earned by students after e-exams.

Registration of compositions of commission on defense of graduation theses,
protocols and adopted decisions.

Registration of graduate diplomas.

Registration of students accommodated in dorm.

Registration of actual information on personnel.

Record of staff attendance.

Information provision of the credit system ensures the selection of disciplines and

teachers by students, obtaining of information on conditions of earning credits and the access
to electronic educational and methodical means:

Plan and schedule of educational process by specializations.

Annotation for each discipline and extended program for students prepared by
chairs assumed in curriculum of specializations;

Topics and e-texts of lectures, labs, seminars and training courses

Wide-screen presentations of lessons.

Individual work tasks by disciplines.

Electronic manuals, online lab works.

Scientific and pedagogical background of teachers.

Development of individual educational plans of students.

Selection of updated topics for graduate theses.

Quality monitoring on education services fulfills the scientific-statistical analysis of

the educational process on different times and the procedures on control over execution of
management functions.

Control over students credits determined for semester.

Student attendance monitoring for months and semesters.

Monitoring of pre-exam scores on disciplines.

Monitoring of results of exams on disciplines

Statistical analysis of results of exams.

Statistical analysis of results of academic year.

Monitoring of readiness for new academic year by chair, faculty and university.
Analysis of success and quality indicators taking into account pre-exam points.
Analysis of teachers’ scientific and pedagogical background for participation in
competition for holding office and attestation.

Analysis of scientific and pedagogical activities of staff, chairs, faculties and
University.

Monitoring of educational and methodical provision by specializations.
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Electronic document circulation and e-mail systems allow exchange of documents

through university and their maintenance via database principle:

Registration of documents received by University.

Distribution of orders, instructions and other kinds of documents of the University
administration to relevant departments.

Opportunity to keep track of applications and presentations.

Registration of documents for students to be provided to official bodies.

Exchange of information between participants of training.

Real time collective preparation, coordination and distribution of documents.
Archiving of video materials on University-scale events, academic seminary, open
classes recorded by video cameras installed in relevant rooms.

Information-search systems ensures obtaining data (service, regulatory, analytical,

reference, etc.) by interested parties (university board, management, teachers, staff, students,
etc) in accordance with their competence.

Education Law of the Republic of Azerbaijan

Structural information on University

Information on Management

Information on University's external relations

Information on specialties (specializations), chairs and faculties.

State Education Standards on specialties.

Recommendations on Bologna process credit system.

Regulation on establishment of credit system education in higher educational
institutions.

Regulation on evaluation of knowledge of students of credit system education.
Regulation on examinations of students of credit system education by disciplines.
E-library of educational and methodological means prepared by teaching staff of
University.

Archive of scientific articles produced by teaching staff of University.

Test banks across by disciplines.

Compositions of Scientific, Scientific-methodic and Dissertation Councils of
University.

Archive of synopsis of defended dissertations.

Archive of research works, master and graduation theses.

Current schedule of lessons by students, teachers and classrooms.

E-inquiry book reflecting data such as URL (website), e-mail, telephone of
administration, departments, staff and students.

Alumni database.

E-museums reflecting history of development of main areas or objects on each
specialization.

Chronology of significant dates and events on each specialization.

The elaboration of the proposed system starts, first of all, with a two-level

investigation of the university as an object of automation:
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1. External relations of University is analyzed at macro-level:
- related to the State Committee on Student Admission (list of students)

- Ministry of Education of the Republic of Azerbaijan (graduates, who receive
diplomas)

- relations with various domestic and foreign universities

- relations with various ministries and entities.

2. Structural elements and the relationship between them are researched at micro-
level:

- e-university infological project (information objects to be maintained in database
and their relationship);

- e-university conceptual scheme (list of attributes by main and subsidiary
schedules) is developed.

Then the automated database of University is prepared based on relation-modeled
database organized with related tables:

1. University Faculties, Chairs (phone, fax, e-mail, URL)

2. Specialty (specialization) and curriculum (discipline annotation, extended program,
chair)

3. Provision of e-learning methods by disciplines.

&>

Admission plan and admitted plan (featuring information of the State Committee
on Student Admission)

5. Teachers (phone, e-mail, URL) and their scientific and pedagogical activity
6. Groups (education level, type, form, department, division)

7. List of topics for graduate these for current year.

8. Auditorium data.

9. Dorm data.

10. Specialty (specialization) training schedules for groups.

11. Delivery of credits earned by students according to individual study plan and e-
exams.

12. Academic load of chairs (teaching hours).
13. Schedule of auditoriums.

14. Teaching methods.

15. Teachers curriculum.

16. Electronic journals (attendance and pre-exam point records).
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17. Results of e-exams.
18. Students provided with dorm.

19. Presentation of diplomas as a result of decision of Supreme Attestation
Commission.

A university-wide corporate computer network is installed. The "Server-client”
technology is chosen as the network management method (network operation system). In
order to prevent overloading of the network, the sections traffics belong to are isolated.

The database server is installed at a junction of the university-wide corporate
computer network.

= Database is stored as files in the network server disc;
= Database management system (DMS) is located in the same server;
= Each using computer of the network has database and interface program (API);

= User applies DMS in the server for receiving or updating information through
interface program;

= Structured query language (SQL) is used for applying DMS, i.e. only text of query
is submitted by user (customer) to server via network;

= Based on information from physical structure of the database located in server,
DMS processes the query and send the outcome to user's computer.

= Interface program in user’s computer reflect the outcome of the inquiry.

Horizontal portal is established in order to use information resources and services of
the e-university complex. As most of the pages of this site are used for internal purposes at
university, an internal DNS (web) server is installed taking security into account.

University-wide (corporate) mail server is set up taking into account possibilities for
installing a large number of mail boxes, fast and secure document sharing, joint activities,
creating reserve copies.

Thus, the installation of the e-university project as part and demand of e-
Government will allow the organization of education on the basis of information and
communication technologies push the quality improvement of management and educational
processes, make them more transparent and attractive, provide the modernization of tertiary
education, and positively influence training of specialists.
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Abstract: This paper deals with the theoretical and practical bases for the construction
of the expert system implemented in a distributed environment. Most of the key issues
related to the design of high-quality mathematical elements of the expert system for
educational purposes are addressed and offered solutions to. Mathematical formulations
of a number of problems of neural networks and expert systems in hybrid subsystem of
decisions and assessment are also given.

1.Introduction

One of the most promising ways to improve the functioning of the systems of
technical knowledge control is the use of integrated intelligent computer technologies,
namely, systems based on heterogeneous knowledge of hybrid expert systems (ES). Hybrid
ES present different kinds of knowledge as conceptual, expert, factual, and correspond to
different methods of processing [2, 3].

The main task for the development of hybrid systems is the best way to combine
different forms of representation and processing methods of knowledge in the decision
making process of ES, i.e. the urgent task is to study the opportunity of optimal connection
of different mechanisms of knowledge processing to improve the quality, mobility, and
efficiency of ES in solving problems and control of knowledge in the state of uncertainty
[8,9].

The mobility of ES is due to mobility of knowledge bases (KB), and the possibility of
its recharge from different information components (database, database of expertise
knowledge (DEK), conceptual knowledge bases (CKB), dynamic files, etc.), as well as a
variety of treatments withdrawal. Specification of knowledge in solving problems
decomposed them into accurate and inaccurate, complete and incomplete, static and
dynamic, single-valued and multi-valued, etc. In addition, the expert knowledge itself is
inaccurate because of its subjective nature.[18] The approximation and ambiguity of
knowledge leads to the fact that the EC deals with more than one alternative area. Therefore,
the incompletion of knowledge allows to use more than one source of knowledge.
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2. Process of increase of the structure of the hybrid system

Theoretical construction and software implementation of ANN constantly face the
problem of development and complexity of relationships in the general structure of the
network, so the system must have a very important new feature - the generation of the
structure "from simple to complex”. Two terms are used to limit the required capacity - to
achieve the required accuracy or by comparison of the Lipschitz constant for the network and
a sample of the Lipschitz constant.

2.1. Formulation of the problem

Function F on R is determined by the set of its values at random points in
space (X;, Y;)-.(Xn» Y ) - We construct its approximation by combinations f;(X,a) - from

a set of functions @ that are smooth and continuously differentiable.
Then

F =F - f(x,a) -the error of approximation of the function F;
F, =F — f,(x,a) -the error of approximation of the previous step;

Approximation can be carried out not only by selection of coefficients, but also by
choice at each step of functions f;(x,a) from @ . Thus, it may be obtained by the expansion

of F in a convergent series of the form [16, 17]:

F=> fi@ax

Solution of the approximation can be obtained by minimizing the cost functional
corresponding to the square deviation

H :Z(F(éi,ii)—yi)z —>min

The challenge is in the approximation of the function F, given original sample points,
using neural network predictor with an unknown number of neurons and the form of the
function used in the transmitter of each of the neurons.

The solution can be represented as an iterative process that consists of the following
steps:

- Inclusion of a new neuron;

- Optimization of the prediction error of the values in the given points for the current
neuron by selecting the function of the transmitter, its parameters and the synaptic weights;

If the desired accuracy is achieved, the process can be stopped, otherwise - the
process begins again with the parameters of the already trained neurons are fixed, so that
each new neuron is trained to calculate the uncertainty left by the previous ones.
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The number of iterations of exhaustion of errors may also be limited by the condition
of exceeding the lower bound of the Lipschitz constant for the constructed neural network
over the upper bound of the Lipschitz constant sample.

3. Analytical solutions of synapses

Let Y; be an approximating meaning of another layer. Then Y, is the very meaning of
the approximated function at the points of the experimental sample, while Y, and the

following are error calculations on the appropriate step.

Education is carried out by optimization of network settings by either of gradient
methods throughout the book of problems [1].

Then the training k neuron

Nl{\’
2 )
Yo = WP R (o zwi(k)xi) :
i

respectively H (error function) has the form for the whole book of problems

N NSX 2
H ZZIW@ Fic (o Zwi(l?xij)_YkJ:l ,
i-1

‘P
i1

that is, as a proximity criterion of the approximated and approximating function, the sum of
squared errors for the entire training set is selected.

For training each of the next neuron, the partial derivative functions F, by the weight

of synapses of the first layer w{ :

N. N N
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and the weight of the synapse of the second (output) layer Wﬁ) corresponding to the given

neuron
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where n  is the number of examples of the training set.

However, if the calculation of the function H is related to the cost of order processing
time Ty, the calculation of its gradient in the traditional way takes time of order

TgradH = NnTy,

where n is the number of variables of the function H. Given that the tasks, which are
traditionally applied a neural network, the value of n can reach several thousand, an
analytical solution for the calculation of the gradient of the error function should be declared
inadmissible [4,5,6,].

However, in describing the decisive function F as a network of automatic computation
of the gradient of the error function H can be represented as a function of the dual source. In
this approach,

Tyraan ~CTy,

where C is a constant independent on the dimension n and in most cases is approximately
equal to 3 [7].

Thus, we come to write the original problem in the ideology of neural networks.

4. Application of fuzzy logic

Application of fuzzy logic of hybrid ES control knowledge can have at least three
implementations: 1) processing fuzzy expert statements, that is, when the premise has fuzzy
variables, and inference engine - a mechanism to retrieve data from them, and 2) the use of a
matrix of fuzzy relations determining a number of factors and a lot of assumptions. The
matrix contains fuzzy variables ratio, a measure of which is represented as a real number [0,
1], and to determine the cause of the state, the transformation matrix and the equations of the
form factors of fuzzy relations is generated, and then the resulting system was solved by the
composition of the minimum-maximum, and 3) the use of fuzzy conclusions. This approach
is most often used in the construction of fuzzy knowledge bases [10].

Using Fuzzy Hybrid ES to solve problems and control parameters of knowledge
extends this class of intelligent systems, increases flexibility and mobility, allows in equal
computing resources of computers to conduct peer review more options, increasing the
reliability and accuracy of the results.

This paper discusses the basic principles of neuro hybrid ES with diverse knowledge
and analyzes its performance in the face of uncertainty of parameters of the control object
(knowledge), applying as a dynamic knowledge base of the combined models HC [11, 12].

In a hybrid neuro ES, the reference model (RM) is stored in the knowledge base and
is refined in the process of acquiring new knowledge. The real model is formed in the
database environment, and communication with the EM is conducted via user input. Solution
for creating intelligent quality control system of knowledge based on hybrid ES was
performed with consideration of the environment of EC.

The hybrid ES consists of the following functional parts: a database that stores
reference and factological data of the process, the results of their comparison, conceptual,
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infological and physical models of knowledge, knowledge base (KB): static (knowledge
stored in the form of expert knowledge (products)), as well as formulas, facts, relationships,
tables and concepts of specific subject area); dynamic (knowledge stored combined HC as a
reference dynamic processes with partial or complete uncertainty control parameters);
inference engine, based on the algorithm of generating the cause-investigation networking
events of functional - structural model; the mechanism of adaptation that coordinates the
database (DB) and knowledge base in inference depending on the situation; the mechanism
of explanation, which is an interpretation process of logical inference; planner that
coordinates the process of solving the problem; solver that allows to find effective solutions
of direct, inverse and mixed formulations of the problems.[13]

Content, form and algorithms of presentation of hybrid ES have the possibility to vary
depending on the complexity of the simulated situation, the specific and individual features
of the user.

The expert-user presents expert knowledge in the form of sets of examples. Internal
presentation of expert knowledge is the tree of output. A set of examples is described with
attributes and contains examples of the same structure, defined by its attributes, which can be
linked by logical transitions. In this case, the relevant output trees get combined in such a
way that at the terminal nodes of one tree adds another tree [14].

Computational Model ES and DB for solving problems in the face of uncertainty is
given in summary form: W = <A, D, B, F, H>, where A is a set of attributes of database and
knowledge base; D - domain (meanings of attributes database and knowledge base); B - a set
of functional dependencies defined over the attributes; F - many descriptions of all types
used in the B functional dependencies; H - set of fuzzy relations over a set of attributes A.

Please note: each hybrid ES has its specific requirements for the form of knowledge
representation, and since they are different (frames, semantic networks, database, concepts in
the knowledge base of ES, neural networks, fuzzy logic, genetic algorithms), then, even
within the framework of a single information Space of hybrid ES, to combine diverse
knowledge is quite complicated. For example, in the hybrid ES heterogeneous knowledge is
stored in the static ES, while dynamic knowledge about the state of knowledge in neural
networks [15].

Modern information computer technologies (based on the approach of OLE-
technology) make it easy to share diverse knowledge within a single information space of
hybrid neuro ES. In conclusion, it should be noted that the foregoing in the approach to the
construction of intelligent system control and knowledge-based hybrid ES functioning in the
face of uncertainty, you can:

* Actively apply diverse knowledge (conceptual, structural, procedural, factual, rule
base with membership functions, rules, and unclear rules database, knowledge base, BEK,
procedures) with a combination of mechanisms for effective output solution for the
knowledge of the student;

« synthesize and refine the conceptual model is a representation of heterogeneous
knowledge among relational database (Access, FoxPro and Informix), managed databases
and interacting with the kernel hybrid ES;

» efficiently solve the optimization problem and the distribution of information flows
for individual subsystems ES with heterogeneous knowledge under uncertainty[19].

The technique of construction of heterogeneous knowledge hybrid neuro ES to
monitor the student's knowledge in the face of uncertainty is the following:
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The formalization of the domain (the development of a conceptual model).

Description of the model of knowledge as separate concepts (knowledge) in KB.

BR formation with a base of rules as the control components intellectual core.

Description of heterogeneous data to monitor the student's knowledge in the
individual subsystems Hybrid Expert System (DB, KB, an expert knowledge base, a
graphical database design files).

Model selection neuro nets and learning rules.

Development of the software part of fuzzy logic.

Distribution of information flows between the ES and its individual subsystems.

Testing of individual subsystems with heterogeneous ES knowledge.

Testing hybrid neoro fuzzy ES.

Conclusions

Mathematical models of constructing expert systems implemented in an intranet
environment of the university and its uses in the training process were validated. Most of the
key issues related to the design of the university Intranet and the expert system for
educational purposes are addressed and offered solutions to.

Modeling key aspects of the main components of the complex obtained the possibility
of integration of elements of the expert system in the learning process, the possibility of
accumulation and database development, and building a knowledge base built on powerful
and flexible rules.

The methods were proposed to simulate ANN of optimal complexity, which will
improve the efficiency of decision-making power, without having to re-design and
mathematical modeling to fine-tune the system.
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Abstract. This paper reports a code refactoring experience in an undergraduate level of
an Academic Project Management web-based system. The system is called SIGD and it
is based on project management concepts to support the administration of a
postgraduate program, though it can be used at an undergraduate level. We have used
the Evolutionary Acquisition Interdisciplinary Research Project Management (EA-
IRPM) strategy together with scrum and the MVC pattern. Our main result was a
completely refactored code for the new version of the system. Besides that the system’s
code has become easier to maintain and to develop as expected. Finally, the students
report that they have increased their development skills in a professional level, which
signals that a specific discipline of code refactoring could be used as a way to help
students to mature professionally.

Keywords: Agile development, experience report, project management, scrum,
refactoring, web system.

1 Introduction

Previously, we have developed an academic project management web system called
SIGD [1]. We conceived it based on project management concepts to serve as a tool for
improving results on a postgraduate program. It’s started in a classroom where we simulated
a software house using role-playing and a problem-based learning approach [1]. However,
we had some productions problems such as unreliable code, small scale development and
adaptation issues for future changes, as a consequence of the student’s inexperience, who
were not much acquainted with programming frameworks and agile development techniques.
After all, our objective was to prototype the system, and most importantly, to provide
students a real software development experience in a team environment as close to reality as
possible.

In order to facilitate improvements and the system’s evolution, we decided that a code
refactoring should take place. This work reports our experience applying it in our system.
We employed agile development techniques and tools such as Scrum, Hibernate, Spring:
security framework, Pretty Faces and Maven. Moreover, we used the Evolutionary
Acquisition Interdisciplinary Research Project Management methodology (EA-IRPM) [2],
which is the strategy employed by NDS — the Software Development Nucleus of the Federal
University of Tocantins, where the work was done.

About the new version, in refactoring the older one, we confirmed that production
time greatly reduces by applying agile development techniques and tools. An especial
improvement was scalability providing a better basis for future developments.
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We organized this paper in accordance to the IMRAD structure: introduction,
methods, results and discussion; which is adopted as part of the Uniform Requirements for
Manuscripts Submitted to Biomedical Journals of the International Committee of Medical
Journals Editors, 2008 update. We believe that adopting this structure will help search
engines in international databases to store and to retrieve information within research papers
facilitating meta-analyses and systematic reviews.

2 Methods

In this section we describe the EA-IRPM [2] — subsection 2.1, the development
methodology that we used, which was also used in [3], [4]. Then we describe the tools and
techniques that we had employed — subsection 2.2.

2.1 Evolutionary Acquisition IRPM

The Interdisciplinary Research Project Management — IRPM [5] is an approach for
interdisciplinary research of real problems using Project Management concepts [6] and
problem-based learning [7], [8]. IRPM’s schematic is present in Figure 1, but first let us
briefly review the Project Management phases: (1) Initiation: to determine project goals,
deliverables and process outputs, to document project constraints and assumptions, to define
strategy, to identify performance criteria, to determine resource requirements, to define the
budget and to produce a formal documentation; (2) Planning: to refine project, to create a
work breakdown structure, to develop the resource management plan, to refine time and cost
estimates, to establish project controls, to develop the project plan and to obtain the plan
approval; (3) Execution: to commit resources, to implement resources, to manage progress,
to communicate progress and to implement quality assurance procedures; (4) Control: to
measure performance, to refine control limits, to take corrective action, to evaluate
effectiveness of corrective action, to ensure plan compliance, to reassess control plans, to
respond to risk event triggers and to monitor project activity; (5) Closing: to obtain
acceptance of deliverables, to document lessons learned, to facilitate closure, to preserve
product records and tools, and to release resources.

In IRPM, Initiation phase begins with choosing the real problem to solve and
identifying at least two fields for an interdisciplinary approach. These fields are necessary to:
document the real problem constraints and assumptions; define strategy; identify
performance criteria; determine resource requirements; define budget; and produce formal
documentation. Planning phase consists of refining project and analysing the real problem
through studying the chose fields. These studies may produce a new fundamental or
methodology. Then in Execution phase, even if new concepts are not obtained, an
educational material may be prepared and used in class for a problem-based learning
approach, or else the new technology may be implemented and applied. Moreover, if in
Planning phase controls were established then educational, technological, economics and
social parameters may be available for measurement, allowing Control phase to be
performed. Finally, after analysing measurements, papers should be written as part of
Closing phase.

The incorporation of EA into IRPM is presented in Figure 3 [2]. It shows that it is
inserted into phases Planning, Executing and Control. In Figure 3, RA means Requirements
Analysis of: (1) general for the system and specific for the core; and (2) user feedback,
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technological opportunities and evolving threat. Hence, in Planning phase the attempt to
develop a new fundamental or methodology consists of generating a preliminary system
architecture beginning with RA 1, and then elaborating the concept of operations, and when
available, also considering RA 2. Executing phase consists of implementing the core from
the preliminary system architecture followed by new definitions and developments of
operational tests. Afterwards, the system is applied in a real life situation. Control phase is
about refining and updating requirements, which implies in evaluating technology,
measuring economic and social parameters, and verifying users’ feedback, technological
opportunities and evolving threats, that is, RA 2.

PLANNING I I

CLOSING

Fig. 1. The Interdisciplinary Research Project Management diagram.

Evolutionary Acquisition (EA) starts with the requirements analysis [9], Fig.2. After
defining the “general” requirements for the system and the “specific” requirements for the
core, the concept of operations is elaborated. Then together with a requirements analysis of
user feedback, technological opportunities and threats evaluation, the preliminary system
architecture is developed. From the system architecture a core is produced. New definitions
and developments with an operational test may result in a new version of the core. Then with
experience and use, new requirements refinements and updates are identified and used to
improve or develop a new core.

Additionally, Evolutionary Acquisition separates the core of the system into blocks. A
particular block can have several releases, including a final one. If the system is a software,
then software engineering techniques may be applied. This paper proposes the use of MVC
as the software architecture for the Interdisciplinary Research web service system.
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Requirements Analysis:
- User feedback

Requirements Analysis:

Conceptof Operations €—— - General for the system

- Tech opportunity - Specific for the core
- Evolving threat : l
Preliminary System -
Architercture > CORE
Define , Develop,
CORE ; Operational Test >
CORE

Refineand Update
Requirements

[

Continue “as required”

Flexibel / Incremental

Fig. 2. The Evolutionary Acquisition model.

Develop a new fundamental or methodology
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Develop new technology
Apply technology.

Define, Develop,
Operational Test> Core

Measure social RA2
Evaluate new parameters
technology
Refineand Update Requirements.

Executing

Control

Measure
economics
parameters

Fig. 3. The insertion of Evolutionary Acquisition into IRPM

2.2 Tools and Techniques

We had used the Model-View-Controller (MVC) pattern as the software architecture
[10], [11]. It intends to separate the business logic — model, the user interface — view, and the
user input — controller. As a consequence, it provides a way to split features to independent
development, testing and maintenance. Basically, the model represents the application data
and the business rules that command data access and its modification. It also keeps business
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state and provides to the controller the ability to access encapsulated features. The view
displays the system’s state and the controller sets the application behavior. Figure 4 presents
the MVC.

View
-“renders”.information from models.
- updates to the model order.
- sendsuseractionstothe controller.
: \ Controller

- defines the behavior of the application.

- maps actions to update the model.
- selects views for display.

- one for each feature.
Model
- encapsulates the state of application.

- answer queries from the database. Method I 4
icati — 0 (¢ rocations
- shows the features of the application. OSSO CALIOTS

-notify changes of views. —3 Events

Fig. 4. Model-Viewer-Controller pattern.

We had also used: Java as the object-oriented programming language; Javaserver
Faces as the standard for building user interface [12]; Prime Faces as the source Javaserver
Faces components [13]; Glassfish as the application server [14]; Netbeans IDE as the
integrated development environment (IDE) [15].

Then differently from the first version, we had used: Scrum as a process of iterative
and incremental development for an agile software development [16]; Hibernate as an
object-relational mapping (ORM) library for the Java language [17]; Spring: security
framework 3 as a framework for access control and authentication [18]; Maven as a tool for
management and automation of projects in Java [19]; Pretty faces as a filter-based servelets
extension with support to JSF and to create URLs [20]; MySQL as the relational database
management system [21].

2.3 Refactoring Methodology

An example of refactoring methodology was presented in [22]. Basically, it is divided
in two phases: preparation and search. The preparation phase consists of refactoring motives,
that is, to extract reusable components, to loose coupling between components, to improve
design. While search phase is to: select specifics parts of the project to do the refactoring;
propose new aspect-oriented program refactoring - the selection is done around the
applicability and situation; determine what refactoring activities can be applied; set priority
for refactoring; apply refactoring patterns, which implies in testing cases and realizing if it
did not broke anything; and analyze how the refactoring is affecting the software quality.

We had used the example as a starting point, but our system’s documentation was
incomplete and its source code was poorly comprehensible, which had led to a complete
source code refactoring decision. Therefore, our motivation was to create a system that had a
complete documentation, high source code comprehensibility, all aiming to increase its life
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cycle. As a consequence, we had started with a design refactoring, which had considered
aspects refactoring. Then we had set priorities followed by case testing for finally analyzing
quality improvements like simplification, code length and reusability.

3 Results

In its first version SIGD was an educational experience with two phases. The first was
composed by a team of 20 students using Unified Process and they had freedom in the
process; and the second phase was composed by 2 students.

Our second version was developed by two students using Scrum. The version 1.0 had
proposed a system, unrestricted file uploads, initial module of internationalization, and the
user may have a class in which he was registered. In contrast, the second version included
the project area, chapters, upload restricted and validated, hierarchical changes in the
relationship of the objects optimizing the search, automatic generation of projects and
chapters, banking functionality, internationalization, a user now has several classes avoiding
the creation of multiple entries if the system was tapped by another discipline, help manual,
revision of heuristics, decreased response time and dynamic pages rendering via Primefaces’
ajax.

In table 1, we present a comparison between versions 1.0 and 2.0. In relation to the
frameworks used in version 2.0, as hibernate, it transforms the classes into tables; it releases
the developer of manual work in addition to maintain the program portable to any database.
Fig. 5 is an example that depicts the apparent reduction in the code using hibernate. Spring
Security brings a complete solution for all kinds of security needs, and it automates security
removing manual work which may be dangerous practice. About Maven, it is a simple basic
project structure to code compilation and to run unit tests, and to build the jar file extension.
For last, the URLs have become “friendly” with Pretty Faces.

Table 1. Comparison between release 1 and 2.

Tool SIGD 1.0 SIGD 2.0
Software architecture MvC MvC
Programming language Java Java
Server Javaserver Faces Javaserver Faces
Component suite Prime Faces Prime Faces
Application server Glassfish Glassfish
IDE NetBeans NetBeans
Development method Unified Process Scrum
Object-relational - Hibernate
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mapping

Application framework - Spring: security framework 3
Build automation tool - Maven

URL rewrite filter - Pretty Faces

Database PostgreSQL MySQL, PostgreSQL

Versao 1.0

public void insert{Curse curso) throws ExceptionDatabase {
Conexao con = new Conexaol);
ry
{

con.open(false);

on execQuery(=ql)

if (rsSeq. m=_xt|}} {
tIdcurso(rsSeq.getInt(1));

parEdStatEmEnt p—t =
setInt{1,curso.getldcurs

String( 2, cursa. gEtCDdlg\:l“
0

Etﬂrzparédstatémé

t.setString(3, cursa.getNome()
p st.zetlnt{4,curs ugatTo(a\Hora ()
con.qryExecute(pst)
con.commit{};

czt:h \SQLExcep:\un e} {
con.rollBack():
_ throw new ExceptionDatabase(e.getMessage(]):

'cst:h[rum\pum:eracepmn el
con.rallBack():
_ throw new ExceptionDatabase(e.getMessage());

3
finally {
_ con.close(}l

Versao 2.0
public void insert[Class belnserted) {
this.entityManager.persist(belnserted);

this.entityManager. flush();
¥

Fig. 5. Code simplification.

4 Discussion

Despite the time required for refactoring the system, the final results compensated the
loss of time, because its code is optimized and it is ready for more updates and new
developments. Allied to this, its evolution has become much faster due to the use of tools and
agile development methods.

The use of more frameworks and efficient production methods made possible to
create a more solid platform that will serve us as a basis to other applications, faster coding,
and more comprehensible and clean programs with lower failure probability.

Finally, in the new version, we had implemented it with MySQL to test the use of
Hibernate, that is, it was enough to only change a few parameters to the system work with
PostgreSQL, which have confirmed the database abstraction. Besides all that, the students
report that they feel that they had achieved a more professional maturity level, which
indicates that a discipline of code refactoring could be used to obtain that for an average
student.
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Organization of an integrated system of information security
in information and communication systems

A.F. Verlan, M.M. Karimov, S.K. Ganiev, K.A. Tashev
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Abstract. This article describes how to build an integrated system of information security. The
structure of an integrated system of information security in information and communication systems
are offered.. It also examined the issues of building subsystem identification unauthorized influences.
We propose a model for intrusion detection subsystem infocommunication system based on the method
of monitoring the state of objects and subjects. This model differs from that used in the model can
detect previously unidentified attacks.

Key words: information and communication system, security information, methods detection of
attacks, firewalls, management means.

1. Introduction

At the present time, there are two approaches to the creation of information security
systems. The first approach involves the implementation of measures designed to prevent
unauthorized intruder effects on the scope of the information network. In this approach, the
structure of the system include firewalls, access control and security analysis. The second
approach is based on the detection of unauthorized entry of the fact the perpetrator, as well as
the localization of the place and establish the source of exposure. The basis of the structure
of the system at the same time make detection of unauthorized actions that could attempt to
fix the breach of information security at an early stage of their development in real time [1,
2]. In these approaches, there are no tools that could simultaneously combine all the
characteristics of information security systems [3, 4].

2. Integrated system of information security

To create an integrated security system with all the functional characteristics of the above
approaches, it is advisable to include in the structure of the following components: firewall, a
means of detection of unauthorized actions, security analysis tools, specialized software and
hardware protection (SSHP) and the control unit (Fig. 1).

Firewalls are installed at the point of contact between local and corporate data networks
with the networks of public data. They restrict the flow of information coming from the
public data network using the internal data network.

Detection of unauthorized actions allows you to monitor and analyze network
performance data, as well as attempts to commit violations of network security. Having
determined the fact of attack detection system tries to locate the source of the attack and tells
the administrator about the need for action. Detection of an unauthorized action is
implemented in two modes:
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= detection of attacks in the initial phase of their development;
= detection of the effects of impacts on the offending area information network.

There are two types of detection: detection based on host and network-based data. In the
first type of media source of information for analyzing the current state is the audit logs. In
the second type detection means is performed based on the analysis of network traffic. High
effect is achieved by combining both types of detection equipment.

\hﬁ%@ﬂ

FIREWALL > Control > Means of security
<:> < device < analysis
N\ 1 /]

Y

Detection of unauthorized
actions

~ <
vd NS

Figure 1.The basic structure of an integrated system of information protection.

Means of security analysis designed to determine the scope of the vulnerability of
information networks. They carry out inspection of the network on the availability of
vulnerability, and then on the basis of information obtained suggest possible solutions to
address them. These tasks can be performed using two mechanisms: passive and active.

Specialized hardware and software (SSHP) protect network data. Application SPAS
allows aggregate data, process the trivial situation and notify the administrator of the
extraordinary events that require immediate attention to itself.

Control means is responsible for monitoring and process control operation of firewalls,
security analysis tools and detection of unauthorized actions.

Operation of the integrated system of information security should be performed only
under the supervision of the administrator. Before installing the network to a specific host
should be evaluated by the level of protection with the latest security features. Just making
sure that the host has no points of vulnerability, an administrator can perform the installation
procedure. After completing the installation process with an integrated network information
security administrator needs to perform: scanning the information sphere in the presence of
points of vulnerability and take a number of measures to address the identified deficiencies;
set up a firewall, define filtering rules, as well as to determine the parameters for user
authentication.
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The integrated system is able to perform the following functions:
= assess the level of network security;
= monitoring of the network;
= traffic management;
= detection of internal and external attacks;
= impaired recovery mode the network.

3. Method of intrusion detection based on control of states

This article focuses on building intrusion detection subsystem based on the method of the
states of objects and subjects. At the same subjects and objects of info-communications
system (ICS) can be divided as follows:
local hardware nodes ICS;
the physical links between nodes ICS;
channeling equipment ICS;
node objects - software objects on the nodes ICS, which interact within a single
node;

e network objects - objects in the software and external nodes ICS software objects
that interact with the ICS node.

Each subject and object in the system is characterized by the state. Status of subject and
object - a set of objects ICS having access to them, as well as the characteristics of their
current workload.

Subjects and objects can be divided into active and passive sets.

Passive subjects and objects cannot be accessed by other objects, and has an active
possibility.

We indicate:

5z.0— many types of active subjects and objects;

5t; — manypatterns active subjects and objects;
Spex— Many types of passive subjects and objects;
5t, —many patterns of passive subjects and objects;
In this case, 5t = 5t; USty;

andst, n 5t, = 0.

Here the object < € 3t of each type of access operation defined. These operations consist
of a sequence of elementary operations, so-called primitives.
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The transition of any pattern of the subject or object in a dangerous condition, by
definition, means the transfer of all ICS in a dangerous condition. This definition of an
unsafe condition ICS means that its discovery there is no need to collect information on the
status of each object in the ICS at a time, but rather only observe the changes of critical states
in terms of protection of information objects.

Assume that the model of information attacks based on the following three main sets such

as \/ - multiple vulnerabilities ICS, g - the set of methods for attacks, and E - the set of
consequences of attacks. In this element belongs (2:¥:€) against W, Where

oe0,veV.e €EF can be interpreted as follows: "The external attack carried out by an
attacker using the method of 9 , which activates the vulnerability
v and leads to consequence "[6, 7].

To view an attack, you can use the graph-scheme which is as follows & = U U &
where: U - the set of vertices, and & = U™ - the set of arcs of the graph, and G defined by

the ratio of P € (R x W} , Which each arc of the set R assigns to one or more elements of the
relationship W. Application of P allows us to interpret the relationship each arc of G as one

of the stages of a simulated attack information. At the same time on one arc of FreR can
correspond to multiple elements of W only, provided that these elements represent an attack
that lead to the same consequences. At each vertex of a graph g may include multiple arcs
only, provided that in respect of each such arc P correspond to the elements of W, describing
the attack, leading to similar consequences. Thus, the vertices of G can combine the various
stages of the attack, leading to identical results.

An example of a graph G is shown in figure 2, which describes an arbitrary information
attack, as well as the ratio of P, which defines the stages of the attack, modeled by the arcs of

G-
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P={(r,(01, V2, €1)),
(rz,(Oz, V2, el)),
(ra,(Ol, Vs, ea)),
(ra,(Oz, Vs, el)),
(rs,(Oz, Vs, 62)),
(I’s,(Oz, Vs, ez))
(r7,(01, V2, €3))

3}

Figure 2. A graph-state transition diagram

The graph & can be represented as a model of information attack, and from this graph can
detect network attacks, determining what paths lead to the consequence, for example e; € E,
which is dangerous for the ICS. Scenarios of attack can be many possible paths in the graph
G —Gp , where each path gp e Gp is a sequence of arcs (rpy Tpyeatp, ) OF the
formr,, = (. u_i-},ul-, u; € U7, with the ultimate top of the arc 7, is also the initial vertex of
the arc 7y, _, . As an initial vertex path may make such vertices u € Uof &, indegree equal to
zero. Final vertex path can only be a vertex u, outdegree is equal to zero.

Multiple paths for the graph Gp isas follows:
Gy = {{(uyug). (ug ur)} {(uguz) (uz.ug). (Ugu;)}k

{Cuguy) (ug ur)h {(ug,u,),(ug.us) (45070} - 1
Thus, the attack leads to the consequence &; € E can be detected as follows:

-conduct an attack using the o; € 0, activating the vulnerability ; € ¥ and leads to
the consequence e, € E{(gp, =(n).(n.lo,.v..e,) €P) or in an unsafe
condition e (st) = 1;

-conduct an attack using the o;.0,.0; € 0, activating vulnerabilities 1;.13.1; € V
and leads to consequences 8y, 84,8, EE , respectively
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(gpz = (n.m.m) (1. (o315, 0,), (1. Copva.8,), (1, (05,058 )) € P) o1 in

an unsafe condition w(st) = 1,
-conduct an attack wusing the o;.0..8; €0 |, activating vulnerabilities
va.¥.¥; €V and leads to consequences &s.85.8; € E | respectively
(gps = my ). 05 (o vp.02), (1. Coguvg.8.). (7, (0g, 5.0, )) € P) o1 in

an unsafe condition (st} = 1.
Attack on the ICS can be represented as a sequence of actions executed by a pattern of
the subject or object, or a set of sequences of action patterns of the subjects and objects that

8]:
X=xpxp e xpVxd3stesSting et 31 S jSK:Vizj5ed

Thus, an attack is the trajectory of a pattern of subject and object or set of sections of the
trajectories of a group of subjects and objects template that displays the ICS from a safe state.

The normal behavior of the object =t can be defined as the set of trajectories of all object
instances of this type of type (st}, which do not derive from the ICS safe condition. Note
that none of the trajectory, a part of the normal behavior of the object can not contain any
hazardous conditions.

The proposed method of intrusion detection is used many examples and descriptions of
trajectories attacks normal behavior for the detection of signatures and anomaly behavior of
objects by comparing the observed patterns of behavior of objects with given examples.

In a formal statement of the problem of detection intrusion detection problem is divided
into sub-tasks of detection signatures and anomaly detection.

Detection of signatures. Set by:

H={HLH"= xl,x,...x}, — many examples of attacks;
Teps = 61,85, ... 8y, ... - sequence of observed states the protected system.

Required to find a lot of templates subjects and objects of 0% = {o} = 5t;.. and the
corresponding set of trajectories T™ = {T,|o € @°, which can attack from a variety of
examples of attacks.

Anomaly detection. Set by:

B = {Bh(type)ltype € 550 U Spqp. Vst € St type (st} =Type.¥ Se N} - many
descriptions of the normal behavior of the subjects and objects of ICS, defined in terms of
types of subjects and objects.

Teps = By, 65, ..., By, ... - sequence of observed states the protected system.
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Required to find a lot of templates subjects and objects of 0 = {o} = 5t;.. and the
corresponding set of trajectories T™ = {T,|o € 07, which do not belong to the description of
normal behavior for the respective types of subjects and objects of ICS .

4. Process of detecting anomaly in information and communication system

The process of intrusion detection is reduced to the formation of the observed sequence
of states and the ICS finding in this sequence of attacks and the trajectories of deviations
from normal behavior:

1. For each protected object is formed by a set of templates stk,. = {K%} (each pattern
in this set of models the attack of a class i) and the template No;.

2. If you receive some of the observer of a.

-Defines the set of actions to which this symbol belongs.
-Is determined by a subset of templates that can take this character.
-Served as a symbol of the input pattern to each of the selected subset.
3. For each pattern is calculated from the selected subset of the predicates of the

transition from the current state of the symbol a and the predicate of the final state.

4. If the final state of the template is the end, the action specified for the final state
(formed by the message of the attack), and this pattern is destroyed if it is not the only one,
otherwise it returns to its initial state.

Thus, for the effective functioning of the intrusion detection subsystem and integrated
system of information security in general, requires the following specific requirements:

- the presence of an audit trail;

- identification, authentication, security administrator;

- set the terms of the security attributes;

- security of the information sphere;

- self-testing;

- the restoration of health.

5. Conclusion

Using an integrated security system provides the following advantages.

The centralization and standardization of audit log format.Detection, firewalls, and
security analysis tools operate within a complex integrated system of software that allows
you to use a single service logging security audit.
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Simplicity of administration. Placement of detection, firewalls, and security analysis tools
in a single integrated system allows the use of a common management interface for each
system component.

The high operating efficiency. The high level of efficiency of the integrated system is
achieved by eliminating one component of the system and fill their other advantages. Thus,
the main drawback of detection of unauthorized actions, is the inability to analyze the
contents of data packets transmitted at high speed, can be eliminated by using a firewall.
Extending the same rules packet filtering firewall can reduce the intensity of the incoming
traffic and thus increase the efficiency of detection of unauthorized access to the network.
The main drawback of the firewall - inability to protect against sophisticated attacks by
conventional methods of filtration - is overcome by the inclusion of an integrated system of
detection of unauthorized actions, which has sophisticated algorithms to detect and localize
the offending actions both outside and inside the network.

Using a single database of attack signatures. The functioning of these components into a
single software package allows them to use the same data bank of unauthorized signature
effects, which greatly simplifies the procedure for updating the data bank.
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User interface management — the need and principles

The task of creating information storing forms and presentation adaptation software
has emerged as a result of the automated systems quantity, diversity and complexity increase.
Increased has not only the amount of information with which the user has to do in the
system, but also the number of users with their data processing and perception particularities.
Existing methods of enhancing the efficiency of the users’ professional efficiency
(ergonomic workspace organization, purely organizational methods, etc.) no longer give
satisfactory results.

Consequently, there was a need to supply the user with means to modify the
workplace interface depending on the task features and objectives.

The main criterion for optimal customizable workplace interfaces functioning should
be convenient user’s reception of information from the system, speeding up decision-making
based on this information, and reducing errors. Meanwhile no important information should
be lost or delayed — in case of critical situations in powerful objects management systems it
could lead to a disaster.

User interfaces adaptation software for complex systems should take into account the
user’s particularities, as well as his wishes regarding system information on-screen
presentation form and specific systems features and their goals.

Typical user interface of any complex system consists of a common elements
combination — text information display fields, graphs, scales, tables to summarize the values
of various system components. Currently the vast majority of interfaces are of the same type
— a combination of graphical and textual information representation means. This form is the
most universal, but cannot take into account the individual characteristics of all system users.

Since most such schemes are the result of the initial system information processing,
they usually exist in form of text or digital data blocks. Thus, tuning the interface does not
mess with the information, it simply recombines it to represent in the most convenient form
for the user’s perception.

User interface customization principles should be similar to the ones used when
creating a form in such environments as Delphi or C++ Builder. Available to users are
different output elements grouped into separate panels, for example, by the information
presentation form. The user selects an item and places it on the interface field, also
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connecting it to the data source. However, at least one output component for general
information must be present on the form — to prevent the loss of potentially critical data.

Thereby, configurable user interface could be realized in form of several separate
auxiliary panels containing output elements with the possibility to consult the complete
system information, presented in one of the most popular types of user interfaces (mnemonic
diagram, data blocks tree, etc.), at any time.

Automated information presentation form management

The interface adaptation system should also be able to choose the most user-friendly
form of information presentation. For this the functions of the automatic part of the system
should be expanded.

First, the system must retrieve the user’s information perception characteristics from
his cognitive profile. This profile can be provided from outside the interface adaptation
system (e.g., through professional psychological testing) and by the system itself — by
conducting tests at the workplace and/or monitoring the user’s behavior and performance
during his professional activity.

Second, the interface adaptation system must contain data about the specifics of the
process with which it is connected.

Third, there must be means to analyze files containing information from the
automated system to choose the most appropriate set of output elements.

Systems specialties’ influence on interface adaptation process

As it has been already indicated above, for the information flows characteristics
adaptation to the peculiarities of users perception the automated systems’ intellectuality is
used.

However, because of automation level increase additional user interaction problems
have emerged. The problem may lie in excessive trust in automation - then the user loses
vigilance and cannot react in time to the critical situation thus reducing overall system
reliability. If the user, on the contrary, does not trust the automatic components (main reason
— because their behavior strategy and goals are hidden from him), he spends time and
resources to double-check system actions or could even turn off automatic equipment (such
situations are frequent in aviation — [1]). This reduces the system effectiveness and then,
through increased user fatigue, its reliability is suffering.

To solve this problem, user could be given access to the automated system to control
the intellectual components’ behavior and receive information about the selected
optimization strategy and its current steps. Possibility of intellectual components control
should depend on the system characteristics and the user’s training level. For example, in
automated control systems (ACS) user is a highly trained specialist, which is responsible for
his decisions. He may be provided complete control over the means of adaptation and
automation. In education system user is most often a student. The system has to effectively
lead him to his goal, user intervention is unprofessional and will result in reduced system
efficiency. In this case the system should only inform user about the system behavior
strategy — understanding it could be an additional motivating factor in learning.
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User information important for user interfaces adaptation process
automation

Formal characteristics of the message include: content, form, rhythm and pace of
information (the spacing between individual reports, regularity of income, etc.) [2].

Results of experimental studies indicate that among five main information processing
stages representation of the initial situation is a special case [3].

Thus, the presentation of information can be viewed as a way of to manage the system
user’s cognitive activity because it is an essential factor that provides the perception,
understanding and mastering the studied material. It is known that while mastering the
material in the learning process the person selectively refers to its contents, type and form

[4].

In addition to the preferred system information on the workstation presentation form
of information, each user has a number of characteristics that affect user-directed information
perception, comprehension and mastering.

These characteristics are divided into cognitive, psycho-physiological, and
intellectual.

Cognitive characteristics mainly determine the speed at which the user orients himself
in the new information and switches between different types of activities. These include:

ofield independence-field dependence;

enarrow-wide range of equivalence

eimpulsivity-reflexivity;

eintellectual lability-rigidity.

Apparently, the cognitive characteristics are presented in pairs of values, which are
extreme manifestations of the corresponding characteristics. Therefore, for a specific user
value of each performance is between 0 and 1 depending on the inclination to one end of the
scale.

To assess psychophysiological state characteristics are often used such as the user’s
attitude to risk, the quality of memory and attention. At the same time, the reaction to the test
impact and response bias should allow to assess concentration and coordination of the user,
as these depend on the personal particularities.

Intellectual characteristics are the levels of 1Q and EQ (intelligence and emotional
intelligence quotient, respectively). Although the coefficient associated with emotional
intelligence depends on 1Q, there is no direct relationship, namely the value of EQ
determines predisposition to creativity when working with information. This characteristic is
very important to users of design or educational systems.

Lexical analysis of the input information to manage the
presentation form

As mentioned above, the initial information from the system has an array of
numerical data or structured text. To present this information in a user-friendly form it
should be divided into the content units, and then each such unit should be transformed to the
appropriate form and displayed on the corresponding widget.

To perform breaking into the content segments user interface management software
has to analyze file with information from the system (working directly with the information
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flow from the system in real time is undesirable because of potential problems with
synchronization with the real-time adapted interface) based on key words that mark the
beginning and end of certain segments of the file, i.e. conduct its lexical analysis.

Nowadays, in most systems use the established format with a specific set of
keywords. A set of keywords depends on the type of file, but users may be allowed to
manage a set of the analyzer’s tokens. Also, the tools are needed to manually format the text
when the original formatting is incomplete or missing.

The best option would be to implement the lexical analyzer as a separate program,
and its results to be entered into the database (permanent or temporary), where data can
already use the software management interface. This will further insure against the
synchronization problems.

Working with semantically-sensitive information

Often, for a better perception of information it is expedient to give to the user not only
the required at the moment information, but also support or help information, associated with
it in meaning. In the general case, the information is stored in separate blocks of data. To
correctly display semantically related or dependent information it is necessary to establish
the relationship between such blocks and to name them to provide selective access.

Thus, from the concept of the data, we turn to the concept of knowledge (which, in
the simplest case, is named blocks of data with applied relation). And it is with the
knowledge base user interfaces management software must work for efficient information
presentation form manipulation.

Working with the knowledge, organized into the knowledge base, requires using
intelligent software technologies. The user-system interaction is thus regarded as a dialog
interaction in which both parties are agents of dialog and act on corresponding scenarios.
Dialog interaction scenario depends on the subject area specifics and user skill level. For
example, in the case of highly trained user part of background information may be hidden (to
streamline interface) or displayed only by request (supported text document - [5])

Algorithmic description of one of the possible variants of interfaces
management system realization

Now that the basic principles of user interface management are formed by the scheme
and the principle of such a system can be described.

Figure 1 shows the path that information passes in the system with a customizable
user interface — from gathering information from the system and to the output on the screen
user workstation screen.

Final presentation of data user gets on his workstation. Information about the
objectives and the current system adaptation process stage should be displayed in a separate
Help window along with information from the system. The research [1] showed that user
awareness of the user interface adaptation system actions increases his confidence in the
system, and it is more likely for him to positively perceive manipulation with user interface
and presentation form.
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Lexical analysis is an initial stage of system information processing. It has several
sub-stages, and lexical analysis itself (i.e., finding known tokens in the system data file) is
preceded by equally important phases of the file structuration — fig. 2.

Structured file
containing data from .| Datafile lexical / Information on /
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Fig. 1. The processing of information in the system with a customizable user interface

It should be noted that breaking the file with information from the system into the
content elements must take into account not only the structure of the file (tokens), but also
the current state of user interface. In particular, you should not break the file into more
content elements than there are elements in the output interface. If the user does not have the
necessary element to represent particular content elements form the output, you need to take
additional steps - inform the user (in case of user interface manual configuration) or to add
an appropriate user interface element (in the case of automatic adaptation).
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Fig. 2. Data file structuring and lexical analysis
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The Fig. 1 shows that the process of information on-screen output should take into
account the user’s peculiarities of information perception, his skill level and professional
action specifics. It is generally taken by interfaces management system interfaces from user
profiles prepared earlier by external experts (psychologists, members of staff, engineers,
etc.). But these features of the user’s information perception can also be received from the
system, allowing to adjust the initial cognitive profile (in this case still unresolved ethical
issues associated with automatic evaluation of training and fitness do not occur). Fig. 3
shows the automatic testing system scheme.

) Resolving Model Professional
Testing results Resolving rules——  pes <7profiles psychological
processing Profile correctionsj testing

A A
Current prifile—————— User profiles <7ProfiI954‘
Testing —_—
results Workplace signals

. Automated
Testing module Testing———————  workplace
User state

data

v

Fig. 3. Scheme of the automatic user characteristics diagnostic system

As can be seen from the scheme, user testing can be performed explicitly (user passes
tests) as well as in the background when the workstation tracks metrics such as speed of
action or reaction to situation change. In both cases, information about the characteristics of
the user is treated by separate testing module and supplements or changes the initial
cognitive profile for further use in user interface management system. This way — by altering
the user interface and observing the change in his performance (which is expressed in
increasing the reaction rate and reducing the number of errors when working with
information), it is possible to optimize interface for a particular user with a finite number of
steps of an iterative process

Conclusions

Based on the provided operation principles description and an example
implementation working user interface adaptation software may be created that will take into
account all peculiarities of this problem. The use of modern achievements of the theory of
artificial intelligence and intellectual software will make this system flexible and truly
adaptable. Using cognitive approach (aiming at increasing the efficiency of the process of
information perception and processing by the user) will reduce the load on the user and
increase efficiency (and reliability) of an automated system as a whole, because user is its
important functional part.
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Abstract. This article analyzes the means of monitoring security of information and
communication systems. A model and architecture of the monitoring system security
includes four modules for the control of objects and subjects. Proposed architecture, a
model and an algorithm for constructing systems to monitor the user experience of
information and communication systems based on collecting and analyzing data
journaling. The main objectives of the analysis examined the problem of determining
the statistical parameters and characteristics of users and the construction of the
generalized profile, and the problem of early detection of intruders and internal analysis
of the traces that have already happened attacks.

Key words: Information communication system, monitoring system, information
security, computer networks, model, secure monitoring system, algorithm, earlier
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1. Introduction

For organizations, computer network (CN), which comprise, more than a dozen
computers with different operating systems in the first place stands the task of managing a
diverse array of defense mechanisms in such heterogeneous enterprise networks. The
complexity of network infrastructure, a variety of data and applications lead to the realization
that information security beyond the security administrator's attention may remain many
threats. That is necessary to conduct ongoing monitoring of security of info communication
systems (ICS) [1].

Over the past decade in solving the problem of secure access to resources,
information and communication systems can note significant changes. More recently, the
security of information and communication systems can be reliably ensured by such
traditional protective mechanisms, such as identification and authentication, access control,
encryption, etc. [2]. But with the advent and development of open computer networks the
situation has changed dramatically. Connecting corporate networks to the Internet to build
distributed networks, the emergence of a huge number of viruses actively promoted the
implementation of technical means to protect the perimeter of the ICS. Recent studies show
that today 90% of companies use firewalls and antivirus programs, and 40% - Intrusion
Detection System (IDS). The large number of different security tools generates a large
number of logs from different systems, each of which produces the event in its own language
and, moreover, gives a lot of unnecessary information, and sometimes works at the event is
not quite adequate [9, 3]. In this regard, one of the most urgent tasks is to build a unified,
decentralized price-monitoring system of information security events.
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According to the research priorities for monitoring of virtually all companies are:
- define the parameters of the user experience;

- "Early detection" internal intrusion;

- identify signs of internal intrusions.

2. The existing approaches

Purpose of monitoring systems - is to detect anomalies in the ICS and promptly
respond to them. Detect suspicious activity is subject to the system components - from the
users (both internal and external) to the software and hardware. The existing monitoring
system is used to detect attacks and suspicious activity to the ICS or the network or system
approach [4, 5].

When monitoring the network layer is used as a data source for analysis of raw
network packets. As a rule, in monitoring the network layer uses the network adapters that
operates in the «listening», and analyze traffic in real time as it passes through the network
segment. Attack recognition module uses a method of detecting attacks, and as soon as the
attack is detected, the module notifies the responding attack or triggers an alarm.

Monitoring system-level controls system, events and logs security events. When any
of these files is changed, then there is a comparison of new entries to the signatures of
attacks to see if there's a match. If a match is found, the system administrator sends an alarm
or activates other specified response mechanisms [7].

Each level of monitoring a CS is different and covers a specific area of action, the
results of the comparison of options for monitoring at different levels is presented in Table
1.Table 1.

Table.1
Ne Thel_eve_lofmo Type Advantages Disadvantage
nitoring

1. Confirms the

success or failure of

the attack;

2. Supervises the

activities of a

particular node; Depends on

3. Detects attacks that | the OS and

The level of 1. System netwo_rk:layer system does not
1 svstem 2.Developments are missing; detect the
Y 3. Journal of security 4. Well suited for anomalies

networks with
encrypted and
switched;

5. Do not require
additional hardware,
6. Low cost of
operation.

arising at the
network level
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1. Low cost of
operation;

2. Detects attacks or
anomalies in the
behavior that occur at

1. The analysis of the network level; Cannot detect
The level of
2 network packets 3. Detects and system-level
network ) . . .
2.Traffic analysis responds in real time; attacks
4. Detects

unsuccessful attacks
or suspicious intent;
5. Do not depend on
the OS.

3. Model and algorithm of monitoringsecurity

In this article we propose a centralized data collection and analysis, as this approach
has the following advantages:

- Allows for the collection of evidence to investigate the violations occurred already;

- Improving the quality of analysis by the correlation of data from various sources;

- Improving the visibility analysis by displaying the information at once about the
whole network or subset;

- Less congestion and client nodes, as a consequence, the ability to create "invisible"
to the user agent acquisition.

3.1. Model system for monitoring the safety can be described as anomaly detection based
on the profile. Profile is based on the results obtained during the monitoring of information
and communications network.

Formally, the profile described by the tupleF;s:

Fres = (W 5,55 ] )

where:

W, — number of information units, which are considered as the data obtained in the
analysis of security logs user workstations;

5 — number of information units, which are considered as the data obtained in the
analysis of log-file servers and service availability of the CP (DBSC, Web-server, proxy-
server, mail server);

5: — set of information items about the operation of security services;

Nz — describing a set of network equipment, i.e. equipment responsible for the
operation of corporate networks, such as routers, switches, hubs, communication lines, etc..;
At the same time identify two modes of profiling:
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Preparation of the reference profile of ICS (Fi¢s: ), the profile is formed by the test
monitor and characterize the state of the CP, which was originally considered to be
safe.

Preparation of the current profile of ICS (Fzs:), the profile is created each time the
monitoring of the CP.

The next step is to compare two profilesF ., and F;zsr which resulted in the conclusion
of the anomalies in the system, which may indicate a security breach in the ICS.

3.2. Algorithm of monitoring security.

At the core module for monitoring the security of ICS is the preparation of the reference profile and
the drafting of the current profile, which is then compared with the reference.

A block diagram of a monitoring system algorithm is shown in Picl.

Sequence of the algorithm:

ghwhdPE

RO ®o~No

11.

12.

0.

The beginning of the algorithm.

Check whether there is a reference profile.

The profile is loaded.

If there is no profile reception of parameters of monitoring is carried out.

On the basis of the received parameters of monitoring it is formed etalon
profileFcse .

Data processing process begins.

Reception of parameters of monitoring is carried out.

On the basis of the received parameters of monitoring current profile?;cs; is formed.
The current profile is compared to a reference profile.

If the comparison is, the decision of the monitoring system is the absence of
anomalies and irregularities.

If comparison does not match, the security administrator is given the message that
there is a security breach.

The end of the algorithm.
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8)
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reference profile

Picst

9)
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10)
No security
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12)
END

Fig.1. Block diagram of the algorithm monitoring system
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4.The system architecture of security monitoring

Architecture of the monitoring system has several modules for data collection and
analysis of the states of objects and subjects of the information and communications system

(pic.2).

Local users

Remote users

Data collection Management
module module

~~

~—~

\ \
\ 4 \’
- Sechrity
— administrator
/
POST SERVER ELE S/ERVER
Data collection —

module
N
00°

WEB-SERVER DATA SERVER

Fig.2. The system architecture of security monitoring.

The architecture comprises modules of data collection, data storage module, control
module collects and workplace analyst.

The developed architecture allows modules to operate in a collection of stand-alone
mode; the modules may store data in local storage, and transfer them to a storage module
later. The architecture allows flexibility to configure the collection of initial data, namely a
set of magazines, a set of events, filtering records events using regular expressions. The
architecture allows you to adjust the policy data, as well as view the status of system
components and automatically detect faults in the modules.

One of the most important requirements of a system for monitoring the user
experience is its performance. In today's ICS, numbering thousands of computers, data flow
logs can be overwhelming, especially if we take into account the availability of logs, which
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record is at a rate of ten events per second. Centralized analyses of such data are
computationally difficult and sometimes impossible task [8].

The first obvious step to reduce the flow of data is to filter data during the data
collection, however, as experience shows, only the filter is usually not enough.

You can use the approach of load distribution analysis, which consists in the
formation of the modules collection of facts describing the activity of users. Evidence of
activity generated by the specified rules based on the analyst's collected.

This approach allows the analysis of the spread between the modules to collect and
workplace analytics, to unify the analysis of the data, as already analyzed the facts, not
arbitrary log entries, and as will be shown below, usually increases the visibility and quality
of analysis. Also, this approach reduces the flow of data from the agents and the load on the
data storage unit.

The component of the system implements the following basic functionality:

1) The gathering module;
2) The storage module;
3) The module management of gathering;

4) A workplace of an analyst of security.

4.1. Data collection module - reads data from the logs OS carries out pre-processing
of collected data (the formation of evidence of activity) and in accordance with planning
policy transmits data to the server consolidation [6].

We can formulate the following requirements for data collection module:

o «imperceptible» for users of the system's reading of arbitrary text, and the system

logs;

¢ collection of additional activity, not the standard journaling log files;

o the implementation of the mechanism of filtering events by event type, and the

values of event arguments;

e creating events on the basis of facts read by the activity;

e setting policy transmission across the network;

e to protect themselves and collected, but not yet sent data from damage / theft /

spoofing.

4.2. Storage module — collects data from the module collection and puts data into a
common repository. Getting data from the module, storage module converts records into an
internal format and stores them in a store. As part of the proposed unified view of the
analyzed events (evidence of activity) in a system that allows you to consistently provide
evidence of activity for a unified storage and analysis, which does not depend on the type of
the original log.

The proposed data warehouse can be effectively collected evidence of activity with
the use of dictionaries of real values of the arguments of events. Storage is built on a file
system that provides greater productivity as the most important parameter of the storage unit
and storage in general is just performance. The load on the repository consists of load to add
the newly received data journaling, and the load on the extraction of data for analysis. The
nature of these actions is different. Data extraction typically involves rapid receipt of all
entries collected for a certain time period, and this problem is solved by placing entries in
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sorted order by date. It is more difficult with the addition of new data obtained as a server
consolidation to combine the data from a large number of modules.
Performance problems can be solved by splitting the files store information in three
parts:
- the main parameters that are present in almost all records of all logs: Event type,
generation time, etc.;
- optional parameters that describe additional information about the event;
- directory to store the actual values of both core and auxiliary parameters. To
access the values of the reference books used by the hashing mechanism.

4.3. The control module collection - allows you to add, delete, configure modules
collect, visualize the status of the collection of modules and module storage (database).

4.4. Workplace Security Analyst - allows you to request data from the database, filter
them, fill out sections of data, to perform various types of analysis.

5. Conclusion

In this article the technology of specialized analytical systems for monitoring
corporate users. We propose a unique treatment approach journaling of events, based on the
formation of the facts describing the activity of users. The proposed approach can
significantly reduce the flow of data for analysis, which, in turn, reduces the load on the
network and data analysis, no significant decrease, and sometimes with the improvement,
quality and clarity of analysis. The technology allows unifying the collection, consolidation
of data from various sources, to produce a unified statistical and predictive analysis to
determine the parameters of the user experience and search for anomalies in the work.
Centralized analysis of isolated facts with the help of data mining algorithms can detect new
and modified the known types of intrusions, and locate anomalies in the work of users.
Scalability is achieved through the creation of new agents for the required platforms. The
proposed solution was tested in a multi-agent system consolidation and analysis of logs in a
number of government and commercial organizations.
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Abstract. The actual situation with the concept (term) of “information” can be
characterized by following assertion: nowadays many people believe that they exist in
so called "information society", but a single common understanding of the concept of
"information" is absent. It seems that this is due to the lack of theoretically grounded
definition of such concept. The process of construction of adequate definition
(interpretation) of the concept of “information” should take into account the next few
considerations: 1. Knowledge is the primary thing, information is the secondary one. 2.
There exists a fundamental difference between an object (real or abstract) and its
description, which sometimes needs to be expressed. 3. Any object, intuitively
considered as “informative object”, exists in form of real object in distinguishable
significant states, defined within the technologies of its creating/using (in defined
form). 4. “Informative object” can not be created/used without direct or indirect
participation of consciousness, for which the information is or “product” (output), or
“food” (input). As result, the concept/term “information” could obtain the following
definition - this is the description of something/someone, presented consciously in the
defined form.

Keywords: form, knowledge, thinking process, description, consciousness

1 Introduction

In the modern world the term "information" has acquired obviously the broadest
distribution. Rapidly developing information technologies invade the various aspects of
modern life. The importance of ‘information' is highlighted at the international level by the
introduction of even a special World Information Society Day (March 27, 2006 UN General
Assembly adopted a resolution which proclaimed 17 May as World Information Society
Day.). But here is what is strange - a single common understanding of the concept of
"information" is absent - see, for example, article ‘Undopmanus’ in Wikipedia (rus.).

The current status of the concept of "information" is adequately and comprehensively
reflected in the fundamental paper [1], where, in conclusion, the authors honestly admit that
they can not specify a common understanding of the concept of “information”: “There are
many concepts of information, and they are embedded in more or less explicit theoretical
structures. In studying information it is easy to get lost, i.e. to loose one's orientation”.
However, the need for it exists: “Building a scientific network as a self-reflective activity
presupposes the task of clarifying some common concepts. One of them is the concept of
information”.
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We believe that the concept of information should be clearly defined theoretically,
regardless of the areas of human activity and applications, and justified practically. We
believe that theoretical approuch to construction of needed definition (interpretation) should
take into account the next few considerations:

1. Te theme of "information" can not be fully considered, if not addressed the theme
of "knowledge". Hardly anyone would argue that the knowledge and information - are one
and the same. But the vision of the relation between them can be controversial. Of course,
"knowledge" and "information™ are just words. But these are the words that we use every day
- why not assign to each of them a certain meaning? Knowledge is the primary thing,
information is the secondary one.

2. There exists a fundamental difference between an object (real or abstract) and its
description, which sometimes needs to be expressed.

3. Any object, intuitively considered as “informative object”, exists in form of real
object in distinguishable significant states, defined within the technologies of its
creating/using (in defined form).

4. “Informative object” can not be created/used without direct or indirect participation
of consciousness, for which the information is either “product” (output), or “food” (input).

Based on these and some other considerations, we aim to give the theoretical
definition of concept of "information™, showing the process of its construction.

2 A little physics

Physical world that surrounds us, and part of which we ourselves are - it is something
that we with some reason, based on experience or ideally, have or are inclined to divide into
separate objects. Having as basic the concepts of "space", "time", "state" and not without
reason considering that to them some measures may be applied we could extend on some
part of the World the notion of “form”, i.e., the real object, which is a some space-time
volume, the state of which is continuously changing. Changes that affect the real objects are
the results of interactions between them. Modern physics distinguishes now four types of
fundamental interactions: strong, weak, gravitational, electromagnetic. Modern physics does
not distinguish between them the so-called "information interactions".

For attempts to insert into the physics the concept of information we can make in first
approximation such a simple barrier: it is well known that the computer claims to be the
keeper and converter of "information", but if we will look at it objectively - no "information"
out there, but only the possibility of using a large number of standardized states of “memory"
(RAM, external), and the possibility of very rapid transformation of these states on the basis
of fundamental interactions in accordance with the existing algorithm, which also is
represented as certain state of "memory".

3 Some philosophy

Consideration of the concept of "information" leads inevitably to the door to
philosophy. And if we set the task to consider it together with the concept of "knowledge"”,
then it is just impossible not to define our philosophical position.

By some, and we must say, not clear reasons it is so happened that the concepts of
"information™ and "knowledge" were embedded in familiar and intuitively shared by many
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structure “data — information — knowledge - wisdom” (DIKW) (No wonder that [2] in
relation to it uses the adjective «ubiquitous».), in which knowledge is represented as a
special kind of information. Unfortunately, our own searches for the sources where a sensible
criterion for separation of knowledge of the rest of the information has been given as well as
the independent attempts to formulate such criteria [3] were failed. This is not surprising: if
we do not really understand what “information” is, then to any example of information that
our intuition accepts as an example of information, we can always find an angle of view on it,
which presents it as some knowledge.

Someone who does not want to endlessly rotate in this vicious circle must to invert for
himself the pyramid DIKW [5] and accept the primacy of knowledge, which is considered as
the potential ability, inherent to any object, to interact in a certain way with the environment,
and to manifest itself in such interaction [4]. Thus, elevating the concept of "knowledge" to
the level of primary, so-called "philosophical” categories, we get a chance to separate
“information” from “knowledge” in some intelligible way.

4 Focus - Man

The terms "knowledge" and "information" were invented by man. So let's start our
discussion with him - human being. From a “morphological” point of view the such creature
is a conglomerate of interpenetrating components (Speaking of "components" we do not
divide the original essence on the independent non-overlapping parts. In particular, some its
knowledge is allocated to all of it.): organs of reproduction, sensory organs that allow
individuals to obtain some knowledge about the environment and about themselves, organs
of action, allowing individuals to carry out the environmental impacts and the impacts to
themselves, bodies of memory, providing the ability to maintain long-term specific states,
organs of government (central and peripheral).

Knowledge of such entity, in particular, includes: reproduction technology (The term
"technology" used in its primordial sense — this is a knowledge about how and what to do to
achieve the desired result.), technologies of identification of real objects and their states
through the sensory organs, technologies of maintaining of viability through the
implementation of the exchange processes with the environment.

5 The thinking process as an object of cognition and mapping

One of the important factors determining the variability of the knowledge embodied
in a person, it is the thinking process flowing in it or associated with it (We carefully avoid
too categorical localization of this process, as we know and the saying of V.V. Nalimov
"Man in a deeper sense thinks with his body" and, especially, the statement, attributed to
Heraclitus, "The power of thought is out of the body."), which, as we believe, can be
considered as a real object. Whatever model do we construct about the organization of this
process, any of them should allow the presence in it of all sorts of objects that are visible by
inner eye and identifiable by consciousness of the person. In particular, the participants of
this process are images of real objects with which the individual was faced earlier,
impressions of minutely perceived real objects, internal fantasies about objects, actual or
potential reality of which may be a separate issue. But this range of internal representations
could not be limited, because in addition to the real or pseudo-real objects in thinking
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process the representations of abstract objects, the statements of own feelings, the
registration of certain events, etc., are present. The monitoring of the process of thought,
carried out by consciousness, allows recognize and identify these and other participants.

A special place in the thinking process occupies the generation of object descriptions,
which the person for some reason may have/want to make real. The available internal
representation may also be the object of internal testing to determine whether the object has
the necessary qualities. Of course, the level of quality of the generated image as well as of
its testing depends on intelligence and experience of person.

6 Human interactions

Of course, we can not cover by our review every type of human interactions (man
with himself, man — other man, man — environment, etc.) and we do not pose such a problem.
We consider only the following typical interactions:

6.1 Perception

Existence of the organs and technologies of perception gives to the person the ability
to map in its own processes of thought certain aspects of the certain fragments of the World
Picture available to it (We emphasize that this is a two-stage system of constraints: 1) a
person "sees" only a very small part of the World, and 2) even what he "sees", he sees very
limited.).

Aware of its own capabilities and limitations, feeling the needs to extend them and in
some way developing their design skills and capabilities of impact, a person invents and uses
the new technologies of perception. In this case:

e mapped aspect of the “picture” fragment is included in the scope available for human
perception, but goes beyond the available range. For example, the “picture” is too
small or too far and some augmentation of the image is needed — so, we use
microscope, telescope;

e mapped aspect of the “picture” fragment is not included in the scope available for
human perception. For example, the characteristics of the electrical processes,
internal product defects — so we use the ECGs, encephalograms, projections of the
body in the X-rays, etc.

The result of applying of the technology always comes to man in the form determined
by the technology. With this there are two options:

o the form allows a direct perception by the senses of person. For example, inventing a
microscope (telescope), the person, putting it between itself and the object of
consideration, just changes the scale of pattern, which he/she is still seeing with
his/her own eyes;

o form does not allow a direct perception by the senses of man. These forms are usually
used with other technologies, and there it is always possible if necessary to acquaint
people with its content.

e Another practical aspect that requires special technologies - fixation of static or
dynamic images (processes) with the possibility of their re-displaying (for example,
photo, video).
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6.2 Impact

Existence of the organs and technologies of impact gives to the person the ability to
influence on certain available aspects of itself and on some fragments of his environment.
Aware of its own capabilities and limitations, feeling the needs to extend them, a
person invents and uses the new technologies of impact. The result of impact, as a rule, can
be interpreted as a form. The process of impact, to which some impulse (external or internal)
gives the start, can be considered as some integrity, which is not subject to decomposition, or
it can be considered as two-stage process, where at first stage the image of the target form
arises. In turn, here are two possibilities:
- this image is only a participant in the thinking process and doesn’t go beyond it;
- this image is embodied in some form using a particular technology.

6.3 Communication

One of the most important aspects of human life is the communication between
human beings or, sometimes, between human and other living beings. In principle, the
communication can be considered too large - for example, we could include to this the
interaction, necessary for procreation, or a fight, as the component of deploying process of
conflict. But we do not do this, limiting the interaction by the processes of thinking.

If the processes of thinking, in turn, are thought of as real objects, in order to interact,
they must somehow overlap in space/time. Perhaps, the Nature provides a mechanism for
allowing the direct interaction of the thinking processes (so-called "telepathy™). But, since
we do not have the reliable data on this, then we have only to organize such interaction using
the objects-mediators, serving carriers of the thought process fragments maps.

Of course, such role of an object-mediator can be played by the individual itself. If we
consider the living being as an object, with which the process of thinking is associated, then,
as a rule, this process might have some manifestations caused by the presence of by one or
another way realized dynamic relationships between the participants of the thinking process
and the impact organs of thinking being. These manifestations can occur unconsciously or
consciously. In the case of awareness they can be for various reasons false. For example the
“mechanism of lying” may be like this: I feel the emotion "X" (awareness of the fact) — I do
not have to show emotion "X" — to hide the presence of emotion "X", I try to portray «Y».
Again, there is an intermediate description of how the next step should be implemented.

But we know that for the mapping knowledge contained in the process of thinking,
man has learned to use not only themselves, but also the objects external to him. With his
initial technological capabilities (gestures, grimaces, postures, sounds), he was able to
implement the "promotion” and create a lot of new technologies that map the fragments of
thought process in some defined form.

From a motivational point of view, there two options are possible:

1) he/she wants to fix some of his/her knowledge in order to save it from possible loss
(everything flows, everything changes - in particular, is destroyed, forgotten);

2) he/she wants/must/have to share some of his/her knowledge with the external
living world.

In both cases, a human being H must somehow identify the part of his knowledge. Let
X - the identifier of the knowledge of H, which in turn is a part of H. X can be represented as
an operator which when applied to H, sets focus on a certain part of it - X (H).
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H can neither to separate from himself/herself that part, nor make out of themselves
an exact copy of it. He/she can only describe this piece of knowledge with technology
available to him/her by giving the determined significant state or the series of determined
significant states to himself/herself or to some external object(s).

So, the word "description" becomes the key word, which requires a separate
systematic review. Here, we will hold its examination in the "compressed" form.

7 Objects and their descriptions

The components of the knowledge embodied in the person at a time, at least, are: it’s
physical body and the ongoing thinking process in it (We are not talking about independent,
but of interpenetrating components.). For a man to share his knowledge with the world
means to "take" and to "display" some part of his thinking process outside.

Participants of the thinking process (here we are starting to build some information
model of it) are, at least, the internal representations of various real and abstract objects that
can be "rendered out" in two ways — in "analog” or "digital" way (The terms "analog" and
"digital™ are used as the nearest of the possible, which are capable to convey the idea.).

What we call here the "analog" way represents a high degree of similarity of the
physical characteristics of the displayed and displaying objects. For example:

- in thought we have a three-dimensional spherical object (ball), which we can display
either as a circle or a "filled" circle, where irregularity of "filling" simulates different
levels of illumination of surface of the ball and, therefore, better conveys the idea of a
three-dimensional object;

- amusical image can be the participant of the thinking process and can be displayed by
voice or with help of some musical instrument;

- the idea of some flavor can be the participant of the thinking process and can be
somehow accurately reproduced in the reality having the necessary ingredients and
certain skills.

What we call "digital" way, is a refusal of the similarity between the physical
characteristics of the displayed and displaying objects in favor of use of characters (digits,
signs, codes, etc.). For example:

- the use of fixed grimaces, postures, sounds, about meaning of which there are the
certain stable arrangements;

- the use of speech, the essence of which as the mapping instrument is stable
relationship between abstract concepts and sound forms - about the same in Russian
we say "map", in German «Kugel», in English - «ball».

In this case, apparently, it is meaningless to search any similarities between the
physical characteristics of the displayed and displaying objects. It's like trying to assess
which of the options - Russian, German or English - better conveys the idea of the ball.

Here it seems appropriate to comment on the difference between the two known
approaches to writing:

1) phonetic approach, in which the fixed signs are assigned to abstract objects of
special kind - sounds. If acoustics is the science of sounds at all, then its sub-sections study,
in particular, the “speech” sounds and the “music” sounds. And if speech sounds are
displayed by signs of "writing", then for mapping of the music sounds the “phonetic”
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approach uses some musical notation. The speech in a particular language displays the
thinking process fragments, and, in turn, appears as the text.

2) hieroglyphic, in which the fixed signs (hieroglyphs) are assigned to abstract objects
of any kind. This allows the direct display of the thinking process fragments in the “text”.

In summary, we state the principle of distinguishing between objects and their
descriptions. To the realization of this principle living creatures make their contribution —
their activities are usually accompanied by appearance of various real objects, not present
previously in Nature. In this case, in these processes of creating of new objects a two-step
transition can be followed: the first step is to create a description of the target object, and the
second - to implement new object in correspondence to the existing description.

An intermediate object — description, appearing in such process, is a necessary self-
worth link of chain, without which the entire chain of activities (process) has no chance of
success.

The description of the new object can appear in the thinking process for various
reasons, the species of which we will not specifically examine. Speculative description may
be in the same process of thought put to the test — is there an object that is needed, whether
will it have the desired properties or not?

8 The role of consciousness in cognition and transformation of the
World, as well as in communication between its carriers

Of course, we understand some extensibility of the concept of "consciousness" that
we use. However, we are inclined to say that in all following cases:

- production of the description of the observed object;

- production of the description of the object to be created;

- production of the external description of the thinking process fragments

- consciousness plays a crucial role by sending the initial impulse and launching
technologies available for this [7].

9 Information as an outcome of the process (definition)

The term "information" can be interpreted in two ways [6]:

- as the designation of process, which transforms something shapeless into some form;

- as a result of the "information™ or "transformation” processes, when they are limited
to product namely object description, but not the object itself.

- In this case, the "information™ as a result (outcome) can be defined as the description
of somewhat/someone consciously presented in the defined form (It seems that all
concepts supporting this definition were disclosed with reasonable certainty).

10 Information interaction

Considering “information” we usually use a notion of the “information exchange”, in
which the supplier (source) of data S, the consumer (receiver) of data C, and the mediation
(media) linking S and C, are distinguished. Usually the “information exchange” is considered
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from different points of view but on foreground of consideration come such aspects of
information as syntax, semantics and pragmatics of the informational message.

In order to begin to generate information a certain motivating impulse - internal or
external - should act on S. Internal impulse can be represented as the desire/need/obligation
to share with someone some part of own knowledge, more or less clearly identified (internal
identifier).

External impulse - it is a request or an order to share some knowledge that comes to S
outside, for example, from C. In this case, C has to identify somehow for S this needed
knowledge (external identifier).

For its part, S may not be interested in the transfer of knowledge. He may refuse to
grant it or may provide something different (disinformation).

Thus, we see that the “information exchange” is a very complex process, the success
of which depends on many factors, which include, inter alia:

- the accuracy of identification (internal, external) of exchanging knowledge;

- the quality and degree of consistency of knowledge displaying (of S) and knowledge
perception (of C) technologies;

- the degree of similarity of value scales of S and C;

- the degree of similarity of semantic fields of S and C.

11 Information and Life

We've already thought of such kind of machines as a computer, and viewed its
relationship to "information”. Next machine, which can be viewed in connection with the
"information™ is a machine called "Life". Many of us sincerely believe that the functioning of
this machine is completely determined by the information code, the carrier of which is DNA.

However, we will try to argue. Certainty: the Nature has created a machine called
"Life." One of its components is a causal mechanism for reproducing processes of a certain
kind. Launched in action once, he lives and works. Or dies and doesn’t exist. We can, on the
basis of already conceived cause-effect relations, interfere in it, restructure it, and reproduce
any desired processes. We can, without basing on anything, break it. We can, by intervening
in it with a deficit of understanding, achieve the most unexpected consequences.

But all that is not so important. The main question is, how it started? That is, was it a
momentary act, implemented in accordance with the laws of physics (fundamental
interactions), or the appearance of Life was preceded by any "blueprints” - "information™. If
"yes", how did they look? Where are they now?

On the other hand, it’s clear, that the shellac maps pre-existing sound object using a
specific technology. This technology is reversible - the mirror image technology corresponds
to it and allows obtain the new real sound object again, similar to the original according map
(It is clear that quality of map will be inferior to the original, since it maps only a part of it.).

It is tempting to see in the DNA the map of someone/something (information).
However, there is a nuance. A map in principle is always a partial image of the object and
with the help of what technology and how this object will be recreated — it’s to decide,
ultimately, to consciousness. In the case of DNA it comes about the identity of the object -
this is the object itself at a certain stage of its development cycle.
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12 Conclusion

It seems that the definition of concept of “information" constructed here:

- meets our most common intuitive ideas about this phenomenon, in particular, does not
go beyond his native Latin meaning (clarification, narration) and can serve as the
starting point in determining our attitude to other approaches;

- allows to clearly define the subject of informatics as basic and applied discipling,
taking away unacceptable to it the role of the All-Things-Science.

Attempts to invade in the field of physics of inert matter and living beings can
certainly use some analogies, but it is clear that penetration into the mysteries of life requires
diversification of the terms, search and discovery of such terms that could serve as tools to
expand and deepen our vision and understanding of objective reality.
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Investigation of the High Intensive Markov-Modulated
Poisson Process

Alexander Moiseev’, Anatoly Nazarov?
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Abstract. Markov-Modulated Poisson Process (MMPP) with high rate is considered in
the paper. It was shown that in condition of infinitely grown of the process rate
probability distribution of event arrivals during any fixed time interval can be
approximated by normal distribution. Parameters of the appropriate distribution are
received in the paper.

Key words: random process, arrival process, Markov-Modulated Poisson Process

Consider Markov-Modulated Poisson Process [1]. Let its controlling Markov chain
has K states, transitions of the chain are defined by infinitesimal matrix NQ = {quk }v,k:l,? ,
where scalar N has a mean of great value (in theoretical research it is considered that
N — 400 ). Matrix Q has a property

Q. = _z Ok

kv
or in matrix form:
QE=0
1)
where E is column vector composed of 1, 0 is zero row vector.

Let conditional rate of the process at each state k is equal to NA, (k =1K ). Denote
matrix of conditional rates as

NA = diag{NA,,....NA, }.

We have named this arrival process as High Intensive Markov-Modulated Poisson
Process (or HIMMPP) because a great value N is present in its intensity and transition matrix.

Let denote a number of events in the process which arrives during time interval with
length t by m(t), and state of the controlling Markov chain at moment t by k(t). Consider the
Markovian two-dimensional random process {m(t), k(t)}. Put the following notation
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P(m,k,t) = P{m(t) = m,k(t) =k}.

For this function we can write the following equation by using full probability
formula:

P(m, k.t + At) = P(M, K, ) - (L NA At) - (L+ N, At) +
+P(m-1k,t)NA, At + > P(m,v,t)Ng,, At + 0(At)

vk
or
P(m,k,t+At)— P(m,k,t) = [- P(m,k,t) + P(m -1k, t)[NA, At +
K
+ Y P(m,v,t)Ng,, At + 0(At).
v=1
From this expression in condition of At — 0 we obtain Kolmogorov equation:

K
%GP(rgt,k,t) =[-P(mk,t)+ P(M-1k,t)JNA, + > P(m,v,t)Ng,, .
v=1

Let multiply left and right parts of this equation by e’™, where j=+/—1 and u is
some variable. Then sum it over m from O up to «. So, using notation

H(ukt) = S e P(m,k,t)

m=0
we obtain

AH (U, k1)

1 AR
S = H@u kD2, (e 1)+;H(u,k,t)qvk- @

Let row vector H(u,t) is H(u,t) = {H (uLt),....H(u, K,t)}, then we can rewrite (2) in
the following form:

1 8H(u,b)
N ot

In this equation we make a substitution

= H(u,HA" 1)+ HU,tR =HuHlQ+Al" -1)).

H(u,t) = H, (u,t)e’™,

where

73



INTERNATIONAL CONFERENCE ON APPLICATION OF INFORMATION AND COMMUNICATION TECHNOLOGY AND STATISTICS IN
EcoNomy AND EDUCATION (ICAICTSEE —2012), OcTOBER 5-6™,2012, UNWE, SOFIA, BULGARIA

A= RAE,
©)

R is row vector of stationary distribution for states of the controlling Markov chain.
This vector satisfies to the conditions:

RQ =0,
RE =1. 4)

As a result we obtain an equation for function H,(u,t):

%aHZT(u't)ejuNm +jurH, (U, eV = Hz(u,t)[Q+A(ej“ _1)]ejur\m
or

1 8H,(ub)

T = H, u,nQ+Ale™ —1)- juni],

(®)

where | is identity matrix of size K.
This equation we will solve by the asymptotic analysis method [1]. We use notation

g :% and make substitutions u =ew u H,(u,t) = F(w,t,€) . So equation (5) will be
rewritten in a form:
&2 oF(w,t,g)
ot

= F(w1,8)|Q+Ale™ —1)— jewnl] ©

Designate by
F(w,t) = |iI’E1F(W,t,8) .
Prove the following statement.

Theorem. The solution of the equation (6) has the following form in condition of
e—>0:

F(w,t) = Rexp{%lct},

where

k=1 +F(A-ANE,
(7
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and row vector f satisfies to equation
R(A-A)+fQ=0.

Proof. We will make the proof at three stages.

Stage 1. Let £ >0 in (6), we get:

F(w,t)Q =0.

This equation has a same form as first condition in the (4), so vector function F(w, t)
can be written in form

F(w,t) = Rd(w,t),

)
where ®(w,t) is some scalar function.
Stage 2. We will search a solution of the equation (6) in expansion form
F(w,t,g) = D(w, )[R + jewf |+ O(e?), o)

where f is some row vector, O(c?) is row vector which consists of infinitesimal

values of the order &®. Substituting this expression into (6) and using an approximation
el™ =1+ jew+O(e?) we get:

SZ[R + je\/\rf]—aq)gtlv’t)

=D, )[R + jewf [Q+ jewA — jewil]+ O(e?)

From where in condition of € —0 we get the following equation for vector f:
R(A-Al+fQ=0.

Stage 3. Let sum the equations at the left and at the right parts of the system (6). To
do this we make a right multiplication of each part of (6) on identity column vector E with
length K:

&2 oF(w,t,g)

O Fw,1,2)Q + Ale™ —1)— jewrl [E.

(Jew)

2
Using an approximation '™ =1+ jew+ ) +0(¢®) in this equation and taking

into account (1) we get:
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& oF(w,t,g)

P E= F(W,t,s){jsW(A M)+ %A}E +0(%).

Substitute (9) in this equation:

g2 _aCDé\:V,t) RE = ®(W,t)|:jSWR(A—M)+@ RA + (jSW)zf(A _ 7\.|)1|E +O(&%).

Applying (3—4) and making simple transforms we get:
oD (w,t)
ot

In condition of ¢ >0 we get differential equation on unknown scalar function
Dd(w,t):

_ (jVZV)Z dW, )L +F(A - 11)E]+O() .

6<I)(W,t) ( jw)?
ot 2

where value of « is defined by expression (7). Boundary condition for this equation has a
form @®(w,0) =1 because it is obvious that

P(M0) = Rifm=0,
] oifm>o0.

kD(w,t) ,

This boundary value problem has a solution
d(w,t) = exp{(JW) } ;
from where we get:

F(w,t) = Rexp{(J W)’ }

due to (8). The theorem is proved.
Returning to function H(u,t) in condition of N is great enough we get approximation

H(u,t) = Rexp{JuNM+(J;) Nmt}

Therefore characteristic function
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h(u,t) =H(u,t)E

of the process m(t) has a form of characteristic function for the random variable with normal
probability distribution. So, a high intensive MMPP in condition of N — oo has the same
characteristic function as a Gaussian process. That is a probability distribution of event
arrivals in time interval t for HIMMPP may be approximated by normal probability
distribution with expected value NAt and variance Nkt. The similar results were obtained for
some other types of high intensive processes: MAP, general independent [2].
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Abstract. Mathematical model for insurance company in a form of M|M|eo queueing
system is considering in the paper. Analytical expression for the moment-generating
function, mean and variance of insurance company funds are obtained.
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Introduction

Many of human activities lead to risk situations. In most cases consequences of the
situations are financial. The insurance reduces a risk of financial losses. To achieve that
insurance companies collect insurance payments from independent sources, and they can be
ready to cover financial losses of any customer.

So, basic principle of insurance consists in the following. Insurance company
(insurer) initially takes from a customer (insured) a payment which is named insurance
premium. Later, if insured event occurs the insurer must make a payment of the insurance
(insurance payment). Insurer can periodically pay additional payments during insurance
period, we will name their insurance fees.

We assume that values of insurance premiums and insurance payments are random
values. Time moments of premiums income and payments outcome are considered as
random variables too. So an insurance company activity can be regarded as mathematical
model based on random variables and processes. In the paper a market of insurance services
is considered as infinite [1].

The paper objective is analysis of statistic characteristics of two random processes:
i(t) — a number of insured at time moment t, and S(t) — value of company funds.

Mathematical Model

Consider a model of insurance company in a form of an infinite-servers queueing
system M|M|oo with Poisson process input [2]. Denote the rate of input process by A.
Incoming customer occupies any free server and stays there during random time distributed
by exponential law with parameter p.
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So, i(t) will be a number of busy servers. Denote a number of customers that arrive
during time interval t by I(t). Capital of the company is formed by insurance premiums and
insurance fees and decreases by insurance payments.

Put the following notations:

e ¢ — value of an insurance premium, let it be a random variable with distribution
function F,(x); denote its moments as a, = M{p} and a, = Mg ;

e & —value of an insurance fee, let it be a random variable with distribution function
F.(x) and moments b, = M{g}, b, = M}

e 1 — value of an insurance payment, let it be a random variable with distribution
function F,(x) and moments ¢, =M{n}, ¢, =M 2k

e y, -arate of insured event arrivals.

We can write an expression for an insurance company capital:

S(’[)zﬁq}, +§(§| —\vnni)-

Research of the two-dimensional process included a number of

customers presented in the system and a number of customer

arrivals

Designate probability distribution for the two-dimensional Markov chain which
consists of a number of customers presented in the system at the moment t and a number of
customer arrivals during time period t by P(l,i,t) = P{I(t) =1,i(t) =i}, | =0,00 and i=0,0.

We construct Kolmogorov differential equations system for the probability P(l,i,t)
by the At-method. Using formula of total probability we get:

P(l,i,t + At) = (L-AAt)(L—ipAt)P(Li,t) + AAtP(1 - 1,i —1,t) +
+(i +DpatP(l,i +1,t)+ ofAt),

from where we obtain the system

%“) o+ i)P(,i, )P —Li—L )+ (- DpP( i +10). )
Boundary condition will be the following:

pigy [t 1T i=1=0
7710, otherwise.
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We write a moment-generating function for the distribution P(l,i,t) in a form

F(xy.t) =iix'yiP(l,i,t).

1=0 i=0

From the system (1) we obtain the following:

F(xy.t) =MF(x, y,t)—piiiy‘x'P(l,i,tH

at 1=1 i=0
+x,§é><'y‘P(l _1i-1t)+ ugg(i +1)y'xP(l,i+1t)

from where we get a first-order linear differential equation in partial derivatives for the
function F(x,y,t):

w = —AF(x, y,t)—py%“»xyl: (%, y,t)+p F()(;,yy,t) .

So we get the following:

OF (X, y,t) Gt A 3

—Q " n(y 1)—ay Ay —DF(x,y.1). (11)

We can construct the following ordinary differential equation system for
characteristics of the equation (2) [3]:

d  dy  dF(x,y,t)
1 u(y-1) Ay DRy
Rewrite this system as
dat  dy dF(x,y,t)
1y Ay -D+ -+ (y-DF (v

The first integral of this system equals

C =(y—1e™.
=y 12)

The second integral equals

F(x,y,t)=C, -exp * (x=1)-Ce" +Mx-Dt + &Cle“t .
u u (13)

Substituting expression (3) into expression (4) we can write
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F(x,y,t)=® ((y e m)exp{ (x=1Ny—1)+r(x— 1)t+“(y—1)}, (14)

where ®(x) is some function. Using boundary conditions we obtain

F(x,y,0)=d(y-1)- exp{u(x ~1)y-1)+ M(y_l)}:
and so

@l(y-2e)= exp{‘we“‘ —ﬁ(y—l)e”t} .

Substituting this into (5) we obtain the following expression for the moment-
generating function F(x,y,t):

F(x y,t)= exp{ﬁ (x—1)fy-1f1—e™ )+§(y —1)f1—e )+ A(x —1)t} C us)

Basic probability characteristics for insurance company funds

Consider a characteristic function for the insurance company capital value
accumulated during period t:
} Lit)=

H (a,t) = M{e“S(‘)}z M{ea['l(ifm.+ii(i:(é.—w,,n,)]} _

M{e [mq"*(z”(i' .n.

(Mewl)‘ -(Me ot ﬂ) P(L,i,t)= iiﬁp o)
1=0 i=0

I
s
NgE

N
o
T
o

I
M
M

T
o
T
o

Here ¢(a)=Me*" is a characteristic function for random variable ¢, ,

yl(a)=M el is a characteristic function for random variable & -y, m;.
Using an expression for the generating function (6) we can write the following:

H (o t) = Me™" = F(p(or) (o) t) =

:exp{ﬁ( () -1)y(o)-1)—e ™)+ i‘l (a)—l)(l—e“‘)er((p(a)—l)t}.

Mean of the insurance company capital value accumulated during period t equals
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oH (o, t)
oa

MS(t)=

a=0

and
(P(a]qzo =1,

o), ,=Mpe™|  =Mip}=a,

(P”(OL) = M{(PIZ }= -

And also

\Il(a]a:O = 1 !

vi(a), , = Mg, -, g L:o =M j-y, Min f=b -y, ¢,

v(o), o =ME v Mintf=b, —y2 -c,.

So the mean (the first moment) of the insurance company capital value accumulated
during period t is

M ()= { 2 ola) - Hole)-De o £ o) -2 pfole) -2

n

xexp{§< (o)~ 2wlo)-Dfi—e )+ ﬁ<w<a>—1>(1—e“)ﬂ(@(a)—m}
=Ma +%(1—e‘“tXb1—\ync1)

The second moment can be obtained similarly:
2
ms?()= ZH(t)
o

a=0

:{{3( (o)D)~ f—e )+ ﬁ(wa)—l)(l—em)+x<<p<a>—1>r} .
xexp{§< (@)Wl Df-e )+ 2 <a>—1x1—e“‘)+x<@<a>—1x}+

o)D) Hofe) -1t}
>—1)(1—em>+x<<p<a>—uﬂ

{2 olo)- k) -e e 2o
}\' =

xexp{%( (@)~ Dfoplo)~ Do)+

a=0

e [ He b vl e o He vl
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And we obtain that a variance of the insurance company capital value is equal to

DS(t)= ZB (1— e )aicl} + %(1— e sz - \uf]cz)+ Ma, +(Mta, ) +

+ B e, —wncl)}z ~(af —B be o - wncl)}z -

= \Ma, + %(1— g™ IZaic1 +b, - wf]cz]

Conclusion

In the paper mathematical model of the insurance company activity was constructed
in a form of M|M|w queueing system. Research of two-dimensional system states process
gave an analytical expression for characteristic function of the insurance company capital
value. In consequence of that basic probability characteristics (mean and variance) for the
insurance company funds were obtained.
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Abstract. In the paper the output process of infinite-server queue with batch Markovian
arrival process (BMAP) is considered. Asymptotical approximation of the characteristic
function of the customers number served during some time period is obtained. The
output process of BMAP|M|co queue in condition of rising service time was shown to
be asymptotical Poisson.

Key words: output process, BMAP, infinite-servers model.

The study of the output processes in queueing systems is primarily motivated by the
need to analyze queueing network models, in which the output process of one queue is the
arrival process of another queue. Main results in the investigation of the output processes of
the classic models were obtained by Burke P. [1], Reich E. [2] and Finch P. [3] in the second
half of the XX century. They showed that the output process of a queue with Poisson input
and an exponential service is Poisson with the same rate as the arrivals. In 1963 Mirasol N.
proved that the output of the M|G|ew is Poisson too. But departure process characterization of
a queueing system has been difficult unless the queue has very special structure.

In this work the output process of an infinite-server queue with batch Markovian
arrival process (BMAP) is considered. Arrival process is set by the matrix of Markov’s
control chain k(t) infinitesimal characteristics Q, a set of conditional rates A, (k =1,...,K) and
a set of probabilities ps(s) (k, v=1,...,K) for different integer values s. Special cases of
BMAPs include Poisson processes, phase-type (PH) renewal processes, Markov-modulated
Poisson processes (MMPPs), and Markovian arrival processes (MAPS). First definition of the
BMAP was given by Lucantoni D [5]. Call arrival occupies any channel and is served during
the random time. Service times are independent and identically distributed by exponential
law random variables.

The output process of this system is investigated by the method of asymptotical
analysis [6] in condition of rising service time. This condition denotes that mean of the
service time converges to infinity.

Denote the process m(t) — the number of customers that have completed service in the
system at time t, i(t) — the number of customers in the service of the system at time t. Then
the process {k(t), m(t), i(t)} is a Markov process. For the probability distribution
P{k(t)=k, m(t)=m, i(t)=i}
we will receive a system of Kolmogorov differential equations.

84



INTERNATIONAL CONFERENCE ON APPLICATION OF INFORMATION AND COMMUNICATION TECHNOLOGY AND STATISTICS IN
EcoNomy AND EDUCATION (ICAICTSEE —2012), OcTOBER 5-6™,2012, UNWE, SOFIA, BULGARIA

oP(k.i,m.t) _ —Ov +iwP(k, i, m,t)+ g P(k,i,m t)+

ot
+ (I +)uP(k,i+1, m-1,t)+§i:xk Pu (S)P(K,i —s,m,t)+
* iZiqvk P (S)P(v.i—s,m,t).

s=0 v=k

We write the P(k,i,m,t) as a row vector
P@i,m,t) ={P(Li,m,t), P(2,i,m,t), P(3,i,m,t),...}
and introduce the matrix d(s) with the elements
A S), S :1,_ ,
dvk(s)z{ « Puc(8) ;‘0
Qui Puk (S)! s =0,00.

We denote p,, (0) =0, then we get a system of Kolmogorov differential equations

Pli.mt) —ipP(i,m,t)+ (i +DuP(i +1,m—1,t)+§':d(s)P(i —smt). (
(16)

at s=0

We denote the function

H(xu,t)=3 e S emp(i,m,t),
i=0 =0

which will be called a function similar to characteristic, where j=+-1 — the imaginary

17

unit.
For these functions of the system (1) the following Cauchy problem can be written

AH(xut) ju(ejue_jx_l)%,u,t): H(x U,H)D(X) (18)

at
where D(x) = 3 ei*d(s) .
s=0

We let p — 0, we denote p = ¢ and perform replacements in (3)
(19)

=gy, Hx, u, ) =F(y, u, t, &),
and get the following Cauchy problem

FU1E) | jioivgeim gy FOUE) (¢ ey, (20)
ot oy
Theorem 1. Sum of the components of the limit values, by ¢ — 0, of the row vector
F(y, u, t), the solution F(y, u, t, €) of equation (5) has the form
F(y,u,t)E = exp{jyic + (" D)t , 1)
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where E — the single column vector, and value « is defined by equality
k = RD4E, (22)
where

D, = > sd(s).

and the row vector R is defined by the system
RQ =0,
RE =1.
Proof. We multiply the equation (5) in the right on a single column vector E and
perform the limit transitionas e - 0
ot oy
The general solution of this equation is
_ Jy
F(y7U7t)E - (P(t + eju _1) ’
where ¢(y) is some function. We need an initial condition. Consider function F(y, u, t)E at
time 0. It is evident that F(y,u,0)E does not depend on u (we simply begin to observe the
output process at the moment of time equals zero then the number of the served customers is

also equal zero).
Thus, we obtain the initial condition

F(y,u,0)E=d(y) . (25)

d(y) is an asymptotic approximation of the characteristic function of a stationary
distribution of the number of servers employed in the system in the condition of rising
service time

D(y) =e™,
where value « is defined by (7). Value « is the rate of input BMAP.

Thus, we can write the solution of the equation (9) as following

F(y,u,t)E= exp{ij +(e" —l)Kt}.

The main result of this paper is an asymptotical approximation of the characteristic
function of the number of the customers m(t) served during the time t

M{e!""®©}=H(0,u,t)E =F(0,u,t,e)E ~

~F(0,u,t)E = exp{(ej“ —l)Kt},
where « is the rate of BMAP.
Thus, the output process of BMAP|M|c queue in the condition of rising service time

was shown to be asymptotical Poisson. The obtained results summarize the results for the
model with MAP [7] in case of non-ordinary arrival process.

(23)

E=0. (24)

(26)
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OB OPTAHU3ALIMM MOJIEJBHOI MOUIEPKKA
WH®OPMAIIMOHHOT O TONCKA B PAMKAX
OHTOJIOTMYECKU-OPUEHTUPOBAHHOI'O

TEMATHYECKOT'O MTOPTAJIA

A. D. Bep.nanbl, Outenxnii A. B.

lI/IHcmTyT mpobaeM moaenupoBanus B sHepretuke uM. [.E.ITyxoBa, Kues, Ykpanna
a.f.verlan@gmail.com

HarioHaTbHbIi Vuusepcuret «KueBo-Morumstaekast Akagemusi», Kues, Ykpauna
oletsky@ukma.kiev.ua

AfcTpakT. PaccmaTpuBaroTcsi BOZMOXHOCTH, CBSI3aHHbBIE C OpraHu3aiieil MoienbHON
MOAJCPKKM HMH()OPMALIOHHOTO IIOMCKa Ha TeMaThdeckoM mopraie. [Ipemmaraercs
MOAXO/, CBSI3aHHBIA C moOrpykeHueM rpada “OHTOJOTHS-ZIOKYMEHT B CeTb
B3aHMOCBSI3aHHBIX MOJIEJIEH.

KniwoueBsbie ciaoBa: HHPOPMAITMOHHBINA TOUCK, OHTOJIOTHS, PEIEBAHTHOCTh, MOJIETBHAS
MOJICPKKA

BBenenue

IIpobmema moncka WHOOPMAIIMOHHBIX PECYpPCOB, KOTOpBIE Hamboliee TOYHO
COOTBETCTBYIOT LIEJISIM M HH()OPMAITHOHHBIM OTPEOHOCTSIM TIOJIb30BATEIICH, OYEHb BaXKHA U
aKTyaJlbHa, HO OHa Jajieka OT mojHoro pemenus. CymiectByromue noaxonst [1-3 u ap.]
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HOCAT B OCHOBHOM 3BPHCTHUECKUI XapakTep M 3aTParuBaroT TOJBKO OTAEIbHBIE ACIEKTHI
poOJIEMBI.

He BBI3BIBaCT COMHEHMH, 4YTO TIOBBIIICHME KauecTBa IIOMCKA, IIOJHOTHI U
PENEBAaHTHOCTH €r0 PE3yJbTaTOB MJOJDKHO OBITh TECHO CBA3aHO C MAaKCHMAaJbHOH
OpHEHTAIie Ha CEMAaHTHKY, OHTOJIOTHIO TpeaMeTHOW oOmactu. Takas OHTONOTHYECKas
OPHEHTHPOBAHHOCTHh UMEET 0c000€ 3HAUCHUE U TEMAaTHYECKH OJHOPOIHBIX BEO-pPecypcoB,
JUIT KOTOPBIX XapaKTEpPHbI BBICOKAs MH(GOPMAIMOHHAS CBA3HOCTH, IOCTATOYHO BBHICOKAS
CTPYKTYPHPOBAaHHOCTh M KadecTBO HH(OPMAIMOHHOrO HamonHeHHs. K TakuMm pecypcam
MOXHO OTHECTH, HAaIlpUMEp, TEMATHUECKHUE MOPTANbl, B TOM YHCIE y4eOHOrO HAa3HAYCHHS.
IIpu Hanuuuu pa3BUTOM OHTOJIOTHUECKOW KOMIIOHEHTHI MOKHO T'OBOPHUTH YK€ HE MPOCTO
PO TMOUCK IO KJIACCHYECKHM CXEeMaM, a IPO aBTOMAaTH3UPOBAHHBIM IKCIEPTHHIH Mmoadop
HauOonee aJeKBAaTHBIX HMH(GOPMAIMOHHBIX pPECYpCOB, ¥ TaKHE CHCTEMbI JOJDKHBI
nproOpeTaTh IKCIEPTHO-KOHCYIbTAIIMOHHBIN XapakTep [4].

B paborax [4, 5, 6 u ap.] pa3BHBaeTCs MOIXOJ HAa OCHOBE IIOCTPOCHHUS M aHAIHM3a
(hopmanpHON MOMENN HHPOPMAIMOHHOTO HAIOJHEHUS TEMAaTHYECKOTO BeO-NopTana B BHAEC
rpada “OHTOJOTHA-IOKYMEHT . B paMkax 3Toif MoIeny BBOAWTCS OIpeleNicHHAs CHCTeMa
MapaMeTPU30BAaHHBIX MAaTEMaTHYECKUX COOTHOIICHMH, ONMCHIBAIONINX B3aUMOCBS3H MEXIY
Pa3IMYHBIMH TEMAaTHYECKUMHU Yy3JaMH W COOTBETCTBYIOIIMMH MM JOKYMEHTaMH. B To ke
BpEMS OCTAETCSl OTKPBITHIM BOIPOC O BBIOOpE MapaMeTpoB 3TUX COOTHOIIEHHH. O4eBHUAHO,
YTO aNpPHOPHBIA MOJ00p 3THX IAPaMETPOB HE MPEACTABIACTCS BO3MOXHBIM, M OHH JOJDKHBI
BBIOMPATBCSI U KOPPEKTHPOBATHCS YK€ B pabOvYeM pEeXUME, IKCIIEPUMEHTAIBHBIM ITyTEM.
Bo3Hukaer HEOOXOOUMOCTh B CO3JaHMM HHCTPYMEHTAIBHBIX CPEACTB, 00ECIEYMBAIOIINX
MPOBEICHHUE MOJOOHOT0 KCIIEPUMEHTA U aHAJIM3 €ro Pe3yIbTaToB [4].

B »3TOM KOHTEeKCTe Kak OJMH W3 BO3MOXKHBIX TIOJXOJOB, HAIPABICHHBIX Ha
MPOEKTUPOBAaHHE W  CO3JaHWEe  HHCTPYMEHTAJIBHBIX  CPEACTB,  OO0ECHEUMBAIOIINX
Ka4eCTBEHHYI0 HACTPOIKy CHCTEeMBl HH(MOPMAIMOHHOTO TIOMCKA, PpPaccMaTpHBAETCs
KOHIICTIIMSI MOJICIEHOM TOJIePKKA MH(pOpMaImoHHOTo moucka [7]. Peusr naer o cozmannn
HEKOTOpOro OaHKa MoJeJiel, ONMCBHIBAIONINX pa3JIMuHbIE ACTIEKTHl ITOBEJCHUS CHUCTEMBI, a
TaKKe CBSI3aHHBIX C TUMH MOJEISIMH HHTEIUICKTYaJIbHBIX IPOTPaMMHBIX cpeicTB. Camu mo
ce0e 3JIeMEeHTBI CHCTEMbI MOJICIIBHOM MOJIEPKKH TOXKE MOTYT OBITh CBSI3aHBI JPYT C JPYrOM
M, COOTBETCTBEHHO, 00Opa30BBIBAaTh T€ WJIM MHBIE CTPYKTYpHI (HampuUMep, B BHUJE JICPEBbLEB
i rpadoB). Hacrosias pabota HampaBieHa HAa PACCMOTPEHUE BO3MOKHBIX KOMIIOHEHTOB
MO/JIEJIEHON TOIEPKKH HH(POPMAIMOHHOTO TIOMCKA U CBA3EH MEXAy HUMHU.

OcHoBHOE coaepkaHue padoThI

Kak 0a3oBas paccmMaTpuBaeTcs MOAeHh  HHGOPMAIIMOHHOTO  HATMOJHEHUS
TEMaTHYECKOTO TMopTana B Buie rpada “OHTONOTUSI-TOKYMEHT’, MOCTPOCHHAs Ha OCHOBE
(dhopManbHBIX Mojeneil oHToyorwmi [4-6 u ap.]. DTa MojJens B Hamboyee OOMIMX YepTax
onwuchIBaeTcs kak Tpoika M=<W?*D,L>, rne W - oHTonorust mpeamerHoit odmactu, W*-
pacimpeHHasi OHTOJIOTHSI, HAMOJHEHHE OHTOJIOTHH W KOHKPETHBIMHU dK3EMILISIPAMH KJIaCCOB
(bakTnyecku — 6a3a 3HaHMI), D - MHOXXECTBO TOKYMEHTOB; L — MHOXECTBO CBSI3€H MEXKIY
W* u D. CoOCTBEHHO OHTOJIOTHSI OMTUCHIBACTCS Kak Tpoika <Q, R, F>, roe Q — MHOeCTBO
KJIACCOB, KOTOPBIE COOTBETCTBYIOT IMOHATHSAM MPEAMETHOHN 00macT, R — MHOXKECTBO CBsI3eit
Mexay HuMH, a F - MHOXecTBO QyHKIMI nHTepnpeTanui. COOTBETCTBEHHO, PaCcIIMpEHHAS
OHTOJIOTHS ONHMCHIBAETCs Kak Tpoiika <Q*, R*, F*>, rne Q* - MHOXeECTBO KIIAaCCOB BMECTE C
UX JK3eMIUIIpamMu, R*- MHOXXECTBO CBsi3eH MEXKAy 3THMU 3JIeMEeHTaMHu, a F* — MHOeCTBO
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(yHKIMI MHTEpIPETAIMHY, ONPENEeNICHHBIX B IPOCTEHINEM cilyyae Ha aneMmeHTax u3 Q*, R*
ta Q* X R* X F*. Torma snementsl D moryT ObiTh 3HaueHusmu ¢yHkuuii n3 F*. Takas
(opmanmzays onuckiBaeT rpad “OHTOJOTHSA-IOKYMEHT’, y3JbI KOTOPOTO COOTBETCTBYIOT
MOHATUAM TIPEIMETHOH 00macTi 1 MHGOPMAIIMOHHBIM PecypcaM, a IyTH — CBS3SIM MEXIY
HUMH, TIPUYEM 3TH CBSI3M MOTYT OBITh pa3sHbIX THUIOB. Takum oOpaszoM, ecinu W sBIsSETCA
JJIEMEHTOM paCIIMPEHHON oHTOonorum, a d — apredakToM HH)OPMALMOHHON CHCTEMBI, TO
¢yHkumu uwHTepnperaimd  f M cooTBeTcTByrOmME BecCOBble KOA()OUIMEHTH MOTYT
(hopMupOBaTHECS HA OCHOBE ITHX KaTETOPHA CYITHOCTEH.

Jamee, MoXeT OBITH OCYIIECTBICH MEpexoJ K MOAETH ‘‘OHTOJIOTHSA-apTedaKT-
MOJIE30BATEINB-TIPOEKT”, B KOTOPOW Mepbl BaKHOCTEW CBsI3€il 3aBHCAT OT XapaKTEPUCTHUK U
Henei mnoceTuTenel. AJNBTEpHATHBHBIM B3IV Ha MNpoOJIeMy MOXKET 3aKIIouYaTbCsi B
MOCTPOSHUN MHOTOKOMITOHEHTHON OHTOJIOTHYECKOW CHCTEMBI, OT/CJbHbIE KOMIIOHEHTHI
KOTOPOI COOTBETCTBYIOT OTHAEIBHBIM KaTeropusiM cymHocted [8]. Bce 310 mo3BomseT B
o0IIMX YepTax OXapaKTepu30BaTh HauOoliee BaKHBIE KOMIIOHEHTHI CHCTEMBI MOJEIBHOMN
MOAJIEP>)KKN MH(POPMAITHOHHOTO TIOMCKa, B YACTHOCTH:

1. BazoBas moznens B Bue rpada “OHTONOTHSA-TOKYMEHT’, OMHCAHHAs BHIIIC.

2. Tlapamerpn3oBaHHbIE MOJEIH, ONMCHIBAIOIINE COOCTBEHHO MeEpHl OIM30CTH
MEKAY y31aMH OHTOJIOTMH IPEIMETHOH 00IacTH M JOKyMEHTaMH. [ MOCTpOeHHs TaKMxX
Mep OIHM30CTH MOXKHO HCIIOJIB30BaTh Psii M3BECTHBIX IOJXOJOB HAa OCHOBE OYJIEeBOH M
B3BCIICHHOW  BEKTOPHO-MATPUYHOH  MOJENH, TEOPETHKO-MHOXKECTBEHHOTO  aHaIH3a
CBSI3aHHBIX dJIeMeHTOB [1-3 u 1p.].

3. TNapamerpuueckue MOJEH, 33Aa0IIMe KOMOWMHUPOBAHHBIE MEPBI PEIEBAHTHOCTH.
O6o03naunM uepes ry(w,d), €Q, we W, deD mepy peneBaHTHOCTH TOKyMeHTa O IIOHATHIO
W mo cBsa3u (. 3nece W — MHOECTBO MOHATHH npeaMeTHOH obmactu, D — MHOXecCTBO
apredakToB MH)OPMALMOHHOW cucTeMbl, Q — 3aJlaHHOE MHOXXECTBO BO3MOXKHBIX THIIOB
cBs3eid. Torga ecTecTBEHHO paccMaTpUBaTh HEKOTOPYI0 KOMOMHHPOBAHHYIO MeEpPY
PEJIEBAHTHOCTH JOKyMEeHTa O MOHATTIO W, YCPEIHEHHYIO 1O BCEM CBA3SM C YYETOM HX
BECOBBIX K03 durtueHTos [4]:

Rw,d) = > a,r,(w,d) €
4Q

e aqg— BEC (COZ[Gp)KaTCHLHO - Mepa Ba)KHOCTI/I) g-ro TUMa CBsI3CH.

4. Mogenu, OIpenelsioNHe COOCTBEHHO  TPOLECC  MPHHATHS  PEHICHUN
OTHOCHUTEIIFHO JTUHAMHUYECKOTO (OPMHPOBAHUS HABHTAIMOHHOTO Tpada, 3aJaroliero
BO3MOJKHBIC ITEPEXOIBI MEXKAY y3JIaMH BeO-caiiTa.

5. Mogenu, XxapakTepu3yIoIine oceTUTeNel BeO-caliTa U MO3BOJISIIOIINE TIOCTPOUTH
MpoGHIN U BBIICINTh HANOO0JIee TUITHIHBIE TPYIIITHI OJIH30BaTEIICH.

6. Mogenu, XapakTepHU3yIOIINe BO3MOKHBIC IIEJIH moceTuTenei. B yactaoctu, B [1]
OmHCaHbl Takue O0a30BBIE THIIBI 3alpOCOB, KaKk WH(GOPMAIMOHHBIC, HABUTALIMOHHBIE H
TpaH3aKIMOHHBIE. DTH MOJENIN MO3BOJISIIOT OTHOCHUTD 3aIPOCHl K TOH MIIM WHOW TpyIIe U Ha
9TOW OCHOBE NMPUHHUMATH OoJjiee 00OCHOBAaHHBIC PEIICHUsS O BRIOOpE MaTepuasoB, Haubosee
pENleBaHTHBIX 3a1pocCy.

7. Monenu, ONMCHIBAIONINE MTOBECHHE MOB30BATEICH U UX HABUTAIUIO IO CAMTy.
Orot Bompoc B 0o0mmMxX 4eprax oOcyxnaics B [6]. B wactHocTH, B [6] yTBep:Kmaercs, 4To
paccMOTPEHHE U aHAINU3 HEKOTOPOTO MOPOXKIAIOIIET0 HABUTALIMOHHOTO MPOIiecca M03BOJISET
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MOJMy4aTb CEMEICTBO COOTHOIIEHHWH, aHAJIOTUYHBIX COOTHOIIEHUSM KJIACCHYECKOTO
amroputMa PageRank, HO yke ¢ y4eToM CeMaHTHYECKHX CBsidell Ha rpade “oHTONOTHS-
JIOKyMEHT”.

8. Mopenu, onmCHIBAIOIINE B3aNMHOE BIMSHNE MEKAY y3laMu. B ocHOBE 1moT00HBIX
MoOJIeNIell JIeKUT MHTYHTHBHOE COOOpaXCHHE O TOM, YTO Mepa Ba)KHOCTH Yy3JIa MOXKET
3aBHCETh OT MEp Ba)XHOCTH CBS3aHHBIX C HUM Y3JI0B. B wacTHOCTH, 3TO# OCHOBe B [5]
OTICBHIBAETCSI METOINKA ITUHAMHYICCKOTO IIepepaclpeeicHus] Mep BaKHOCTH Y3JIOB Ha
OCHOBE OpTaHM3AIIIH BOJHOBOTO IIPOIIECCA PACIIPOCTPAHECHHUS AKTHBAIIUH.

9. Mopgenu, OMUCHIBAIOMIE COOCTBEHHO TPOIIECC OOYIEHUS U HACTPOHKU CHCTEMBI.
Jdns nonbopa xosdpduimenToB cooTHomeHust (1), B YacCTHOCTH, MOTYT HPUMEHSTHCS
TeHETHYECKUE aIrOpUTMBI [9 W 1p.], XOpoILIo 3apeKOMEHAOBABLIME CeOsl MPU pPELICHUN
MHOTMX nepeOOpHBIX 3amad. HekoTopele MOAXOABI K IMPUMEHEHHIO TI'€HETHYECKUX
ITOPUTMOB K 33j1a4e ONTHMHU3AIMU HH(POPMAIIMOHHOTO ITOMCKA B OOIINX YepTax OMHCaHbI B
[10].

10. Crenmyer oOpaTHTh BHMMaHHE Ha Mojaenu W meronsl Data Mining, To ectb
WHTEJUICKTYaJhbHOTO aHalW3a JaHHBIX; MOWUCKA 3aKOHOMEPHOCTEH, KOTOpBIC OOBSCHIIOT
UMEIOIIUecs] NaHHbIe, MOOBYM 3HaHWH U3 ceipoil mHGopMmarmm [11]. Jdna 3amaum
WHPOPMAIMOHHOTO MOWCKAa Ha TEMAaTHYECKOM MOpTaje oco0Oe 3HAUYCHHE MMEIOT METOJBI
Web Usage Mining [12], BbiaensieMOro Kak caMOCTOSITENbHOE HAMPABICHUE U CBA3aHHOTO C
aHATM30M IIOCEUIAeMOCTH BeO-peCypCcOB W BBISBICHUS 3aKOHOMEPHOCTEH, KOTOpBIC
OOBSICHAIOT IOBEACHUE TTOCETUTENECH.

B yactHOCTH, Ha ocHOBe MeToAMK Data Mining MOXXHO CTaBHTH BOMPOC O BBIOOpE
ONTUMAJIBHBIX MapaMeTpoB cooTHomeHus (1). JleficTBUTeNbHO, MOKHO NpenmosaraTb, 4To
MOJIF30BATENb BEIOMPAET CCHUIKH, KOTOPBIE OH CUMTAET HanboJjee MepCHeKTHBHBIMU, U TOT A
OCHOBOH i1 BbIOOpa mapameTpoB (1) cTaHOBUTCS UCTOPHUS (PAKTHUECKH OCYIIECTBICHHBIX
MEPEX0/I0B 1O CCHUIKAM.

B paMkax oOmNHCHIBAEMOTO OHTOJOTHYECKHU-OPHEHTHPOBAHHOTO TIOAXOJa MOXKHO
paccmarpuBarth Takue nocranoBku 3aaau Web Usage Mining:

- MHOXXECTBO TIOCETHTENeH pa3OMBaeTcs Ha KIACTEPHI HIIM IO CBOMM IPOQHILIM,
WIN TI0 UCTOPHU HABUTALWY; U KaKJON TPYIIIEI OTPENENSIOTCS Hanboee MPHOPUTETHEIC
TUOBL CBS3€H Mexny y3mamMu rpada “OHTONOTHA-IOKYMEHT , W Ha JTOH OCHOBE
paccTaBIAIOTCS  TIEPCOHANbHBbIE  BECOBbIE  KOA(PQUIMEHTHI, KOTOpbIE 3aBUCST  OT
XapaKTEPUCTHUK IIOCETUTEIIEH;

- Ha OCHOBE aHalM3a HCTOPUM IEPEXOJOB MEXIy y3inamu rpada “OHTOJIOrHS-
JIOKYMEHT” OIIGHHBAeTCS BEPOATHOCTh TOTO, YTO HAXOAACh B y3J€ ( C OIpEAEICHHBIM
3HaYCHHEM XapaKTepUCTHKH &8, IMOCETHTENb MEePEHIeT MO CCBUIKE, KOTOpas COOTBETCTBYET
THUITy CBSI3€H I,

- ONTHUMH3AIMSA CTPYKTYpbl HaBUTAIlMOHHOTO Tpada C LEIbl0 COKpAICHUS
MOCJIC/IOBATENILHOCTH IEPEX0JI0B, KOTOpBIE JOJDKEH OCYLIECTBUTH I10Jb30BaTENb, 4TOO
JIOCTHYb 1IETIH;

- 30QeKTUBHBIA MOI00p KOHTEKCTHOM pEKJIaMbl, CBSI3aHHOW C pecypcamu ¢
HaMBBICIIEH OIIEHKOW PEIEeBAaHTHOCTH - TO €CTh C TEMH, KOTOPbIe MOIJIM OBl C HaWBBICIIECH
BEPOSITHOCTBIO 3aWHTEPECOBATh IOCETHTENS,, KOTOPHIH B JAHHBIH MOMEHT HaXOAMTCS B
32/TaHHOM Y3Jie Tpada “OHTOJIOTHSA-TOKYMEHT .

ITocTpoeHne cucTeMBl MOJENTBHOM TOMJIEPKKH HHMOPMAIIMOHHOTO TOWCKAa, KpoMe
coOCTBeHHO Habopa Mojeneil pa3HBIX THUIOB U CBS3aHHBIX C HUMH MPOUEIYp, AODKHO
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OpeyCMaTpUBaTh OpTraHW3alMI0 CBs3el MEXIy HHUMH. B  4acTHOCTH, CIIeAyeT
MPEIyCMOTPETh:

- OoOBeIWHEHHWE OTACIBHBIX MOJCNICH B CeTh, HA OCHOBAHUU KOTOPOH MOXHO
OCYILIECTBIIATH IICTICHANIPABICHHBIC IMEPEXOOsl MEXIy HHMH C IIeTbI0 IOMCKa Hamboiee
MOIXOJAIINX U3 HUX;

- MEXaHH3Mbl aBTOMAaTHYECKOTO 3aIlycKa TeX WM WHBIX MPOTpaMM, CBSI3aHHBIX C
MOJIEJISIMH KaK y3JIaMH MOJIEITFHOHN CEeTH.

BriBoabI

B pabore B 00X YepTax OMHMCHIBAIOTCS BO3MOXKHOCTH, CBSI3aHHBIE C OpraHU3aluen
MOJICTIBHOW TOAJEP)KKA OHTOJIOTHYECKH-OPUEHTUPOBAHHOTO IIOMCKAa HA TEMaTHYeCKOM
MOpTaJie ¢ HENbI0 MOBBIMIEHHUS €ro 3(PEKTUBHOCTH, TOYHOCTH M PEICBAaHTHOCTH. basoBas
MoJIeTb HH(OPMAIIOHHOTO HAIOJHEHHUS MOpTajla Ha OCHOBE Trpada “OHTONOTHs-TOKYyMEHT”
JOJDKHA OBITh TOTPY)KEHa B CETh MoAeNeH. YTOUHEHHS M IaibHeimmue (opMann3anun
paccMaTpruBaeMOro MOAX0/1a SBISIFOTCS MPEIMETOM JaTbHEHIINX HCCIIeIOBAHMUH.
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Abstract. The paper deals with: 1) The controlled exciting systems to keep cose =1 of
the special brushless synchronous motor (SBSM) under cycling load. They are firstly
unmanned the deep-well oil pumps drives, wind renewable energy synchronous
generators, etc. The machines usually work in harsh climate conditions such as extreme
northern cold or deserts hot outside ambient temperatures (rarely up to £60°C), where
traditional electronic controlled exiting systems are not reliable (except diodes). 2)
Peculiar approach during project work and construction of the special smart brushless
synchronous machine (SBSM); it includes their designs and industrial applications with
the simple diode bridge rectifier exciting system with constant current to get self-
stabilizing effect of power factor (cose =~1) under wide range of cycling torque; it was
made by only special modifications of the motor to put it in smart state for oil field
sucker-rod pumps drives.

Keywords. Energy saving, induction motor replacement, self-stabilizing power factor,
sucker-rod pump, brushless synchronous motor, exciting system.

|. Introduction

This paper outlines the designs and applications of special brushless synchronous

machine (SBSM) mainly for oilfield sucker-rod pumps (SRP), or wind and ocean wave
renewable energy shown in Figs. 1 (a), (b) and (c), which suppose to keep average cose =~ 1.
The studies cover and based on the following aspects and issues:

1)

2)

3)

4)

The oil field equipment are usually unmanned and operating in severe and harsh
environmental conditions such as extreme cold or hot outside ambient temperature
(rarely up to £60C);

The technical and economical reasons for the replacement of distant SRP induction
motors (IMs) by the SBSMs, while diminishing harmful effects on the environment
(as reliable as 1M), are to save energy, improve stability, reliability, and reducing of
the oversized motors use

The special approach during the SBSM design work to get smart self-stabilizing
coso ~ 1 effect under a wide range of cycling torque

The practical implementations of the proposed designs in several oilfield
experiments and computer-assisted electro-dynamic lab model studies: IM and
SBSM dynamic stability analyses under their supply voltage wide fluctuations and
extensive cyclic moment on the shafts
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1) Equipment often has to work in inaccessible places far away from their technical
service centers (arctic locations, tundra, hot or cold deserts, sea jack-up derricks,
real or artificial islands in swamps or in lakes, etc). In most cases there are high
requirements for reliability and survivability of the machinery, since the equipment
often may be serviced only once (rarely twice) a year by mobile team of technicians
(using a helicopter, ship or all-terrain track-type vehicle, etc).

2) Any unexpected temporal equipment outage even for 10-20 minutes, due to any
reason (mechanical, electrical, electronic, etc) can lead to an array of problems for
extended periods, especially during winter - frozen well liquid in output pipes,
lubricating oil in SRP reducers, etc.

3) In the so-called reach of sand wells scenario during any stoppage can be dramatic:
sand settles gradually down by gravity and blocks SRP subterranean reverse valves.
It makes automatic “self-start” of the pump more difficult and longer or even
impossible, which may lead to a forced outage up to the next service team visit.

4) One of the main requirements of any gas or oil field installation: it must not have in
or around every well any sparking elements, which could provoke fire or explosion.
Drives must have brushless motors, fire or explosion-proof switches, control
systems, etc.

It is shown in the paper that the special brushless synchronous motors (SBSMs) help to
cut energy losses in oil field electric network, to reduce oversize motor utilizations, to
increase motors group stability, reliability and even to reduce negative ecological impacts.

The calculated SBSM production cost is 130-150% of the IM. It is estimated that the
SBSM additional manufacturing cost can payback in about 4—6 months.

Some quantitative and economical estimates, which have been achieved on the basis of
several field experiments and by computer-assisted mechatronics dynamic modeling, are
presented in the papers [1, 2, 3, 4, 5, 6, 7 and 8]. It also includes IM and SBSM dynamic
stability analyses and comparison in conditions of supply voltage fluctuations and heavy
cyclic moment on their shafts.

Il. Discussion

Generally, oil well SRPs are widely dispersed around their main transformer that is
usually tapped up to maximum. The ordinary sucker-rod pump (Fig. 1a) motor works under
the extensive specific cycling moment on its shaft (Fig. 1b) and, in addition to, distant SRP
under considerable deep voltage drops and fluctuation (Fig. 2) of up to 20% of Vyom = 380V
and usually reach about AV = 76-80V, but seldom can be even greater. As a result, there are
big substantial power losses in the field electrical network, and poor group stability of the
motors, etc. Thus, the oil industry needs highly reliable and survivable motors for its fields,
which could be serviced, as mentioned above, practically only once a year by a special
mobile service team.

Induction motors (and compensating capacitors for power factor improvement) are
widely used as electric drives for the sucker-rod pumps (SRPs) as well as in Azerbaijan oil
production industry, and in other former USSR republics, particularly in Tataria and Siberia,
oil fields, etc. Approximately 70-80% of all acting wells are equipped with SRP (but
produce only 30-40% of oil). SRP will be a known “destiny” for many dozens of years in
every oil well when its oil production becomes poorer.
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The analysis of SRP oil field electric power consumption over the last 20—30 years
has shown that the consumption per ton of oil produced is increasing [3, 6, 9, 10]. This
growth is attributed by effects shown on Figs. 1(a),1(b), and 2.

These voltage fluctuations are due not only to the character of the load on the shaft,
but also due to the neighboring IM cycling loads. The sharp voltage drops are following the
most of self-starts of one or a group of electric motors, distant short-circuits in the supplying
network, and the different regime commutations in the high voltage power system etc. All
these have a significant effect on the electrical and economical characteristics of the IM used.

Normally the IM torque Fig. 1(b) varies from values close to the no-load torque of
about My = 0.1-0.2 (for poor balanced SRP comes down to negative My, = — 0.3) up to
overloads Myax = 1.4-1.6 of the rated (nominal) torque Myowm With frequencies between 3—
15 cycles per minute (f =0.05-0.25Hz). The cyclic loads, phases and frequencies of
SRP differ from each other and cause the voltage across the IM terminals to fluctuate in a
very complex manner (Fig 2). This further impairs the performance of oil field electric
power network, poor as it is. Voltage fluctuations reach 15%, and short-term voltage drops
on supply line may be up to 20% with duration of around 0.4 s (rare even more). The harsh
environment and mentioned above combined effects often lead to frequent self-overturning
and stoppage of induction motors.

In order to increase the reliability, oil fields frequently have to use oversized motors
(Fig. 3) and exceed the next two or even three standard higher sized motors, which obviously
results in low cosg, extra material and electric energy losses up to 30-40 % of the total
electric power consumed by the SRP oil field.
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Fig. 1. (a) Sucker-rod pump. (b) Moment on the SRP shaft: 1- field oscillogram, 2 -
calculated, 3 - sinusoid, (c) real extensive variable wind speed via time oscillogram.
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Fig. 2. The actual voltage fluctuation of oil field sucker-rod pumps.

About 200 distant SRP IMs were tested (10 IM -7 kW, 43 IM -10 kW, 35 IM -14
kW, 68 IM —20 kW, 33 IM -28 kW). Results can be seen in Fig. 3, vira (maximum) currents
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of about only 10% motors normal and are higher than their rated INOM currents. They all
are supposed to be approximately 1.4-1.6 times higher than their INOM for warm regions of
the countries. Thus, about 90% of IMs of northern oil fields are oversized in the Summer, i.e.
their maximum torque on the shaft is two - three times less than the nominal one of the motor
and low cose ~ 0.5-0.55. However, during cold time, maximum torque on the shaft increases
due to freezing of the SRP reductor lubricating oil, which partially can be justification of the
oversized motors use.

113A| ” | ‘
"t W il M i |lll|$| il

Fig. 3. Oil field IM maximum (vira) current loading rates.

[11. Smart Self-stabilizing cos¢ ~ 1Brushless
Synchronous Motor for Extensive cycling Load

Several types of special brushless motors (SBSM) were elaborated for oil industry
and applied [2, 4, 5, 6, 7 and 8] in the Azerbaijan State Oil Company “AZNEFT” oil fields.
Feasibility studies of the SBSM used as the SRP electric drive were conducted twice in
support of industrial production of the SBSM. The rated power of the motors varies from 3.0
to 50 kW. The most widespread is 20 kW for Azerbaijan (50 kW for some Siberian and
Tataria oil fields).

It could be a bit strange from control point of view, but the main proposal of this
paper is how to avoid any controlled electronic exciting system of usually controlled
synchronous motor SM, but in addition to get stabilizing cose~1 effect by only special
construction of the motor.

Contrary to popular control science theory, the second main thesis of this paper is to
avoid any exciting current thyristor-transistor control system (except simple diodes) of the
usually controlled synchronous motor. At the same time, SM as electric drive must usually
keep cose ~1 during wide scale moment deviation, in other words, — to show “power factor
cose ~1 self-stabilizing effect”. That works to the effect of minimizing power losses in the
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supply line (network). This advantage can be obtained with a small constructive change to
the SM stator. The constant exciting current of the simple diode tree or six pulse rectifiers are
much more reliable than a thyristor-transistor controlled one. It also raises SM total
reliability [9]. SBSM rotor consists of two monolith pole systems on its shaft with the special
claw-type trapezoidal heads on them. A squirrel cage helps to keep the poles together and to
improve the starting characteristics of the motor.

The shaft is made of non-magnetic steel (or there is non-  magnetic steel part cut-
weld into the shaft). Two exciting coils are placed over bearings inside the back and front
covers of the motor. There is no any transformer in the power supply of exciting system.
Power comes directly from a 0.4 kV main to rectifier. Therefore, there is also a big flat
copper ring disk washer on or under each of the coils to reduce the induced electromotive
force (emf) jumps in the coils during start of the SBSM (without the washers emf jumps up
to 800 - 1200V).

Fig. 4. Brushless synchronous motor (generator).

The distances between the exciting coils and the stator are bigger than in a normal
SM. There is some additional flux leakage that a bit raises IEX nominal.

Such construction of the SBSM provides cose ~1 for a wide range of power (torque)
deviations. The SBSM can start at any position of the pump system and the motor enters
into synchronism within 3-5 s, when the SRP cycle load moment comes down, and it is less
than the SBSM synchronization moment (for normal SBSM MSYN = 0.25-0.4).

The theoretical and experimental analyses of the SBSM cos ¢ characteristics
variations due to small alterations of its stator length show [2, 3] that the shorter the stator of
the SBSM, the flatter around cosp = 1 its cose versus power characteristic will be (Fig. 5).
The corresponding rises of stator magnetic power losses of the SBSM are negligible small in
respect to the above mentioned power losses in the oil field networks.
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TABLE |
VALUES OF PHASE VOLTAGE, PHASE CURRENT AND POWER
IM MA- SBSM Shaft
Parameters 144-2/4 CDBPK 81- position
(IEX =2A) SRP
NO 2884
215 228 00
Phase Voltage (V) 208 225 900
214 222 1800
210 225 2700
21.0 7.4 00
Phase Current (A) 40.0 29.2 900
25.2 8.7 1800
48.5 38.2 2700
-2.8 -3.6 00
Power (kW) 18.2 19.8 900
-6.0 -4.2 1800
22.1 23.4 2700

Thus, seeking the cose ~ 1 self-stabilizing effect has been found to meet the
requirements: while allowing the stator of the SBSM to be ~5% shorter, with no other
special distinctions from an IM or SM stator.

4%
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Fig. 5. Special brushless synchronous motor main characteristics.

As far as wrongly balanced SRP (with negative MMIN) is concerned, the SBSM
generator regime characteristics are almost the same and it keeps cose ~ 1 around nominal
power, as well. Therefore, the SBSM characteristics make them suitable for use as a wind
farm (subsea stream) generator, for unmanned, distant automatic meteorology and oil (gas)
pipes anticorrosion stations among other applications, too.

The rated power of the last model designed SBSM varies from 3.0-50 kW. The most
widespread power is 20 kW. Two IM of 28 kW, distant from main transformer, were
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replaced by the last designed 20 kW SBSM model on the SRP of “AZNEFT” oil wells
Ne2884 (depth 645 M, 8 cycles a minute, slightly misbalanced) and the second - on Ne2033
(depth 900 m, 8 cycles a minute). The third IM of 3 kW was placed into the electrodynamics
lab model for the computer-assisted stability analyses.

The survivability test of the SBSM, when it loses exciting current (Igx = 0), one of the
SBSM was left without a rectifier bridge (exciting coil was short circuited) and started to
work in the asynchronous regime from spring to autumn. As a result, it has been working in
asynchronous regime successfully for more than 6 months even during all summer in
Azerbaijan.

Field Results: The cycling current (Table 1) came down from Iy = 21-25A and
Imax = 40-48.5A for IM (average lay IM = 44.24A) to Iy = 7-9A and lyax = 29-38A for
SBSM (average lay SM = 33.5A), respectively. Power losses in the motors supply line came
down 1.7-2 times mainly during maximum current of a cycle (9.4 times during minimum
current).

The calculated commercial production cost for 10,000 SBSM a year (for 16-50kW)
is 30-50% higher than IM of the same power. After all lab tests and several years industrial
exploitation of different SBSM models the feasibility study was specified and corrected. The
payback (compensation) time of the SBSM was determined to be between 4-6 month due to
the solution of oversize motor problems and the reduction of energy losses (common rise of
network voltage, better motors group stability, reliability, conditions of the neighboring
motors and ecology improvement factors were even not taken into account).

V. Conclusion

The production cost of the SBSM (for 16-50kW) is 30-50% higher than that of IM
with the same power rating. The laboratory and field experiments with unusual types of
SBSM exciting systems for different climatic zones have shown their reliability and vitality.
In the studies, it was determined that the payback (compensation) time for the increased
SBSM production cost is between 4 to 6 months taking into consideration only the solution
of oversized IM motor problem and a reduction of energy losses. Common rise of main
voltage, better motor group stability, reliability, as well as conditions of the neighboring
motors and ecology improvement factors were not taken into account due to difficulty in
economical calculations, but these factors certainly represent the significant additional
benefits of the SBSM implementation.

The paper presents SBSM construction system of oil field sucker-rod pump drive
which keeps cosp = 1, where traditional transistor-thyristor or IGBT controlled exiting
systems are not reliable (except diodes). Therefore, the SBSM characteristics make them
suitable for use as electric drive in oil industry, but can be also used as a windmill farm
(subsea stream mill) generator, for unmanned, distant automatic meteorology and oil (gas)
pipes anticorrosion stations, for group wind farms of distant oil fields among other
applications.
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Abstract. This article’s domain is the application of well-known modern applied
mathematical methods in a control structure of oil industry engineering systems.
Different types of Electrical Submersible Pumps (ESP) are running on worldwide oil
fields. The ESP telemetry system allows for the obtaining of information in the
neighborhood of different heavy electromagnetic noises such as: random, pulsing and
harmonic. The telemetry system needs to receive accurate information on the pump
unit's intake pressure, temperature and most importantly for the submersible motor, the
stator cooling oil insulation resistance, for the successful exploitation of the ESP. The
change from analog to digital telemetry techniques is moving quickly in almost all
technical fields. But increasing disturbance levels with the corrupted analog telemetry
signal are resulting in increasing noise levels; however, often it is still ‘audible’ or the
control system is still reliable. Though, beyond a certain disturbance level, the so-called
‘digital cliff,” the digital telemetry signal and control may stop abruptly. Here in the
paper, an analog signal processing implementation was researched for the detection of
the most efficient adaptive noise-cancelling filters among dozens of recognized ones for
oil industry ESP telemetry control systems of under severely noisy conditions.
Unfortunately, not all of the noise-cancelling methods showed good results in the ESP
digital model of the mentioned case of different types of heavy electromagnetic noises.
From ten applied adaptive filter algorithms, only three have shown successfully good
results in the early prediction of the ESP motor real insulation disruption (like Sign-
error, Sign-data and Sign-sign filters). The best among the ten analyzed adaptive filter
algorithms was recognized to be, The Normalized LMS FIR filter algorithm -
adaptfilt.nIms.

Keywords: Signal, noise, adaptive methods, oil industry, submersible pump,
communication-telemetry channels.
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1. INTRODUCTION

More than a thousand switchboards of Electro-submersible Pump (ESP) under
different trademarks are running in the oil fields of modern Russia and the CIS (former
USSR), representing a wide spectrum of varied equipment which are working on the
problems in oil production and its optimization. Not only are there simple devices of ESP
motor control, but also there are complicated electronic complexes for installing an oil well
borehole for operational duty as well. The main problem is to preset supporting parameters
during oil production at several well borehole clusters simultaneously. At the same time, the
ESP operating information can be read out on any company computer, on any data transfer
and storage micro-unit. Moreover, it can also be transferred to a telemetric system by a
special port or radio channel to a dispatcher control board for further analyses of the pump
unit and database support. The ideology of the equipment consists in an integrated approach
towards the automation and optimization of the oil production and an intention to produce oil
production equipment to compare the well data with other samples in the world. The
submersible telemetry system usually allows for the obtaining of information on the pump
unit's intake pressure, temperature and most importantly for a submersible motor stator coil,
its insulation resistance, for the successful exploitation of the oil complexes in the
neighborhood of different types of heavy electromagnetic noises such as: random, pulsing,
harmonic, etc. [1, 2 and 3].

The change from analog to digital communication techniques is moving quickly in
almost all technical fields. The emission limits for radiated and conducted disturbances, as
prescribed by international standards, are based on their possible impact on analog telemetry.
When the existing analog telemetry technologies are substituted with digital technologies,
interference could occur even though all equipment complies.
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Fig. 1. Digital cliff, unlike analog transmissions which experience gradual degradation, can
experience sudden degradation.

103



INTERNATIONAL CONFERENCE ON APPLICATION OF INFORMATION AND COMMUNICATION TECHNOLOGY AND STATISTICS IN
EcoNomy AND EDUCATION (ICAICTSEE —2012), OcTOBER 5-6™,2012, UNWE, SOFIA, BULGARIA

Increasing disturbance levels with corrupted analog telemetry result in an increasing
noise level, but it’s often still ‘audible’ or the control is still reliable. Digital telemetry
technology is much better in suppressing disturbances up to a certain level. With increasing
disturbance levels, the analog signal will remain low, but audible. However, beyond a certain
disturbance level, the digital telemetry and control stops abruptly. This, the so called ‘digital
cliff” at point C (shown in Fig. 1), makes it more complicated with digital telemetry to know
the ‘headroom,’ (or the disturbance critical level), before the digital telemetry and control
unexpectedly stops. The analog signal after point C will be lower, but still audible, and the
control system is still reliable.

Here, an analog signal processing implementation is studding for the detection of the
most efficient adaptive noise-cancelling filters among dozens of well known ones for
telemetry control of oil industry power complexes under severely noisy conditions. A useful
approach to this filter-optimization problem is to minimize the mean square value of the error
that is defined as the difference between some desired signal and the filter’s actual output.

There are many noise cancellation methods and applications in industrial, civil,
military, power systems telemetry and the control equipment’s apparatus. But the success of
these noise- cancelling methods and filters depend mostly on the noise factor (signal/noise
ratio) and also on the control signal character under consideration: close to random,
exponential, voice, sinusoidal, etc.

Most of the publications in the field of noise cancellation methods and their
applications deal with rather big signal/noise ratio (that is — noise « signal) and show good
achievements for cell phones, radio/TV technique, tape recorders, apparatus for people with
hearing loss and concert hall equipments.

There are some cases when the signal/noise ratio is around 1 (noise = signal):
command-and-control telemetry systems between centers and operators of winches, tractors,
lorries, textile factory workshops, compressors workshops, metro, railways, controlled
AC/DC drivers, as in the submersible pump telemetry case and so on. Not all of the noise-
cancelling methods show good results, especially in real-time noise filtering, and need a
special study to find the best filtering method for each engine’s particular noise situation.

The special cases are some severe ones which deal with the signal/noise ratios =
0.2+0.1 (noise >~ 5+10 higher than useful signals): military command-and-control telemetry
between centers, jet pilots and jets service teams of aircraft carriers battleships, in different
metallurgical and especially arc furnaces telemetry between dispatcher and operators team,
etc. There is an understandable shortage and vacuum of any information and publications
not only in military fields, but also in the modern technological companies as well.

A similar situation of low signal/noise ratio is presented in the field of the power
systems, powerful controlled electrical machines and high voltage power electronics control-
feedback signals. Any wrong interpretation of the signals due to high noise can bring
unexpected accidents or malfunctions of large power systems or heavy duty
electromechanical installations.

Due to the mentioned ‘digital cliff,” the manufacturers of powerfully controlled
electrical machines unfortunately still have to sometimes work with analog signals and
equipment. This paper deals with the oil industry ESP motor, in particular. with its control
which is working close to, or in the neighborhood of, different heavy ‘jam’ of
electromagnetic noises such as: random, pulsing, harmonic and so on, that overwhelm
(engulf) the useful signals.

104



INTERNATIONAL CONFERENCE ON APPLICATION OF INFORMATION AND COMMUNICATION TECHNOLOGY AND STATISTICS IN
EcoNomy AND EDUCATION (ICAICTSEE —2012), OcTOBER 5-6™,2012, UNWE, SOFIA, BULGARIA

As will be shown, for the ESP case, only a few of the MATLAB noise-cancelling
methods - Adaptive Filtering Methods - present good real-time noise filtering results for the
mentioned ESP severe noise cases.

Every other apparatus case needs a special study to find the best filtering method for
the particular equipment [4, 5, 6].

2. THE OIL INDUSTRY ELECTRICAL SUBMERSIBLE PUMPS

Electrical Submersible Pump (ESP) induction motors are applied as a drive for
electrical centrifugal oil, deep-well pumps. They are usually put on the market in
diameter/dimensional groups of 103, 117, 130 and 180 mm, and power ranges from 12 to
500 kW, and even more. There are more than 60 different modern types of ESP of various
capacities, which allow for picking up the optimal motor-pump to get the maximum possible
efficiency for the particular oil field [7].

The techniques manufacturers have to keep are of the highest quality and performance
reliability of the ESP motors because of:

1. Very expensive equipment often has to work in inaccessible places or faraway from
their technical service centers (the Arctic tundra locations, hot or cold deserts, sea jack-up
platforms, real or artificial islands on the surface of swamps or lakes, etc.). In some cases,
there are high requirements for dependability and survivability of the machines, since the
equipment often may be serviced only once a year by a mobile team of technicians (using
helicopters, ships or all-terrain track-type vehicles, etc.).

2. Any unexpected temporary equipment outage even for 10-20 minutes for any
reason (mechanical, electrical, electronic, etc.), can lead to an array of problems for extended
periods, especially during the winter season, such as frozen well liquid in output pipes,
lubricating oil, etc.

3. In the so-called reach of sand (or clay) wells, the scenario can be even worse as any
stoppage can be dramatic and sand may gradually settle down by gravity and block the ESP
subterranean reverse valve at the bottom of the well. This makes the automatic ‘self-start’ of
the pump more difficult and longer, or even impossible, which in the winter may lead to a
forced outage up until the next service team’s visit (which could be the next spring or even
summer in Siberia, Canada, Alaska, etc.). Moreover, it requires an expensive and
complicated lift of the pump exploitation column and the cleaning of the ESP pipes and
reverse valve from the sand and other debris.

To raise working survivability and to keep the highest quality, some ESP
manufactures apply new techniques and measures, for example:

1. A stator made with the closed groove that raises the cleanliness of the motor’s
internal room of the engine and allows for the successful application of the winding grooves’
firm insulation in the tube form.

2. The electric motor rotor has original bearings, having the mechanical fixings from
any cranking.

3. The application of special, modern electro-technical materials allows for
maintaining ESP motors at temperature strata liquids up to 120°C and with superheat-
resistant materials up to 160°C.

4. 100% of ESP’s have to be disassembled for all elements to be checked, and, after
all of these have been checked, the ESP parts are thoroughly re-assembled and the ESP must
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be carefully tested in conditions similar to the real ones, including heating the ESP up to
working temperatures, as would be in a well.

After 1-hour of the above-mentioned check up, the motor winding isolation’s normal
resistance should not be less than 10 MOhm. The control of the normally working motor
resistance of the system ‘transformer-cable-ESP’ isolation must not be less than ~350 kOhm.
This isolation resistance usually decays very slowly over several months (as a rule -
exponentially) from ~350 kOm to ~30 kOhm — but not less. The decaying process can take
several months, even years, but the resistance of less than ~30 kOhm is potentially risky and
can be a provocateur of any heavy internal short circuit in the stator winding and destroying
some of its section. This means that it will be an expensive and complicated lift of the
exploited column, removal of the burnt section of the motor, cleaning of the burnt section on
the test bench and then the re-wiring of it. Then again, after disassembling each component,
the quality of each must be supervised and the electrical motor must be tested at the
workshop station, etc. Thus the ESP motor is the most sensitive and most expensive element
of the ESP and control of its working motor insulation resistance must be very strong and
effective [8, 9].

2.1.  Structural Cart of the ESP Unit Equipment Complex

The electrical submersible oil pump (ESP) is usually fed from a 400 V network and
consumes currents in-between 160 — 1200 A. The ESP consists of the following main parts:
switchboard, step-up transformer, variable speed driver (VSD) convertor with built-in
electronic active filter (FSA) and electrical submersible oil pump (ESP).

ESP has a very complicated telemetry system. Among other ESP parameters, only the
special ESP electric motor telemetry controls the following motors main parameters: R-
insulation (resistance) and t,—temperature (°C) of the ESP motor cooling oil, the ESP motor
axial and radial vibrations and also some oil pump technological parameters like the
formation liquid t,—temperature (°C) on the pump discharge, P—pressure on the pump
discharge and the formation of the pumping liquid flow, etc.

As it was mentioned, the ESP electric motors are very sensitive to their regime
parameters. It is the cooling oil-filled motor (seldom distilled water), separated by a strong
gasket from the pumping liquid, which is row oil mixed with very aggressive salty
underground water. But the above-mentioned sand or clay in the underground water very
slowly destroys the gasket; so this salty and aggressive water may gradually enter into the
motor cooling oil and slowly spoil its electrical insulation (resistance) from normal at the
beginning - more than 500 kOhm, - to a risky one of less than 30 kOhm (and in a bad case -
exponentially throughout one-to-three or more months).

ESP electrical motors are the most expensive parts of any ESP. To run the ESP under
risky conditions is dangerous. Therefore, down-hole submersible telemetry units (system)
must control its electrical resistance in real-time very cautiously. It should be mentioned here,
that usually telemetry input/output signals of down-hole units are around standards of 0 — 10
Vor 4 —-20mA.

Telemetry signals are sent up from the down-hole unit to the display/control box by
means of the same powerful motor supply cable between the ESP motor and the variable
speed driver PWM convertor with a built-in electronic active filter (as shown in Fig. 2). The
PWM convertor waveform distortion factors of output voltage and currents correspondingly
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are: without filter - Kyoypu=43.73%, Kiouwpu=6.75%, and after the filter is applied -
Kuoutpu=2.55%, Kioupu=0.58% [3].

Theoretically, harmonics may affect such equipment in several ways but mainly:

* Notches in the sinusoidal voltage can cause malfunctions due to a misfiring thyristor
or IGBT;

* Voltage harmonics may cause ignition beyond the required time;

+ A resonance in the presence of different types of equipment can lead to overstrain
and machines shacking.

(1T
Step-Up
Transformer

VSD
FILTER
I

Inductor

5 DISPLAY and
CONTROL Box

Al

1 - Power cable
6 2 - Oil-well tubing
3 -TMSDF/TMSDP
4 - Pump
5 - Seal
6 - Motor
e 7 7 -TMSD -2

ESP Motor Telemetry System - TMSD-2

% insulance ) ® Formation liquid t%on a
tYof ESP motor oil pump discharge

P on the ESP pump intake o P on a pump discharge
ESP motor axial vibration ¢ Formation liquid flow
ESP motor radial vibration

Fig. 2. The structural cart of the ESP unit equipment complex consists of a step-up transformer,
display/control and inductor boxes, VSD convertor with built-in FSA and down-hole unit submersible
telemetry system (TMSD Flow/TMSD Pressure or TMSD-2).

For ESP motors, these waveform distortion factors of the output voltage and current
are not affecting the ESP motor-pump performance activity. But voltage and current residual
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harmonics may be higher than some of the telemetry signals during some regimes and may
confuse the display/control system and cause malfunctions in the equipment of the ESP (such
as: data errors, failures, even short circuits in the motor, etc.). Interference induction and
stray pick-up may be found comparable or even higher than the useful telemetry system
signals at the moment. The harmonics in power circuits make noises in the chain of the
telemetry and control lines. This small noise leads to a certain discomfort, but as it increases,
the transmitted information misinterpretation may appear; or it will decrease and in limited
cases, the telemetry becomes impossible in totality. In the case of any technological changes
in the electrical and telemetry, there should be considered the impact on telemetry lines, and
importantly, on the controlled equipment.

All of these regime parameters controlled by ESP telemetry (R-resistance, t, —
temperature of the motor cooling oil, motor vibrations and pump technological parameters)
are very important for the ESP normal exploitation. But from the very sensitive ESP
electrical motor viewpoint, the most important parameter of the ESP motor is the resistance
R of its cooling oil, which depending on the sand factor, the gasket may wear out and
provoke the leaking of salty underground liquid through the gasket and into the motor. So,
the resistance R of the cooling oil starts to slowly decrease exponentially throughout three-
to-five months, or even more, from normal - more than 500kOhm, - to risky — fewer than
30kOhm,- and its telemetry voltage signal proportionally and slowly decreases from 10V to
0.6V. This signal too, as all ESP telemetry signals, is transmitted from the down-hole unit
upward to the display/control box of the ESP using also the same powerful motor feeding
cable. This cable fills up by interference induction from currents, internal and external
networking communication stray pick-ups, VSD convertor powerful PWM pulse interference
and residual after-filter harmonics such as: random, casual or incidental noise [10, 11].

Thus, this paper deals with an attempt to elevate the accuracy in the continuous
interpreting of the R-signal from the above-mentioned corruptions by jams of interferences,
harmonics and noises through the help of well-known modern adaptive methods. Any error
in the interpretations of the R-signal may bring the wrongful early prediction of the critically
low R-signal and the unreasonable expensive lift of the ESP for the motor cooling oil
removal and its renewal service. Or in the worst case of late prediction, may cause a short
circuit inside the motor leading to an emergency lift of the ESP for service and a more
expensive restoration of the motor.

2.2. Interferences and Noises in ESP Telemetry

Thus, the jam of interferences and noises in all ESP telemetry, which accompany the
useful telemetry signals, consist of: electromagnetic interference induction from cable
currents, internal and external network communications stray pick-ups, VSD converter
powerful pulse intervention and residual after filter harmonics: random, casual or incidental
noise, etc. Analyzed were several typical for VSD with PWM converters harmonics spectra
for the steady state regime of ESP and the typical share and fraction of harmonics values
after FSA filters are presented for this case [3] as noted in the below figures:

Usually used to assess the impact of the various harmonics, the coefficient
representing harmonics taken with certain weights will be used here. The most common are
two factors: photometric weighting and C-transfer [12, 13, 14].
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3. AN OBJECTIVE AND COMPARATIVE EVALUATION OF MATLAB
NOISE-CANCELLING ADAPTIVE METHODS

For the comparative evaluation of MATLAB noise-cancelling (filtering) adaptive
methods, here applies a twice heavier case for the study — voltages of the jam of
accompanying harmonics Vy =10V each (not 3 — 5V) and random noise Vgy =1V (not 0.1 —
0.5V). As mentioned above, the controlled and very useful exponential variable — the
parameter of the ESP motor cooling oil R—resistance signal can decay from 10V to 0.6V. All
of the MATLAB Adaptive Filtering Methods presented below were one-by-one tested under
the above-mentioned conditions for R-resistance decreasing exponentially the signal,
corrupted by the jam of the accompanying useful signal harmonics and noises. Afterwards,
the R—resistance signal is recognized and analyzed [15 - 18].

3
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Fig. 3. The typical share of current (a) and voltage (b) harmonics values of the VSD PWM
converter after build-in FSA.

a. 10-20" and 40-50"™ current harmonics of ~0.5-1.0% (~2-4A) of lpey Value (374A) of
the motor current,

b. 10-20™ and 40-50™ voltage harmonics of ~0.5-1.0% (~3-5V) of the motor voltage
Vpeak Value (496V).

Analysis of Results

Thus, the signal types are: exponential, sinusoidal and random. The adaptive filter
algorithms were applied to observe the value of the exponential variable parameter of the
ESP motor cooling oil R(t)- resistance signal - corrupted by the jam of accompanying
interferences and noises. All methods were tested under a mixture of random noises and
dominated harmonics for f=1; 2.5; 5 kHz.

There are two main zones in the below result curves:

1.The first zone - filter output signal at the beginning of the filter adaptation time T ap
= 3 — 30 days (not very important) which converge towards the desired exponential R(t)-
signal and then continuously controls it until the critical point.

2.The second zone - filter output signal at the end of the observing time — three and
more months (up to a year), - till the very important critical point, when signal R(t) < 0.6V,
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which means that the ESP motor cooling oil resistance less than 30 kOhm — it is an extremely
risky moment and the ESP must be switched off (from the maintenance instruction). It
should be reminded here once again that any error in the interpretation of the R(t)-signal
critical point may bring a wrong and unreasonably early expensive lift of the ESP for the
motor cooling oil removal and renewal service, or in the worst case of the R(t)-signal critical
point’s late prediction - to short a circuit inside the motor, causing an emergency lift of the
ESP for service and a very expensive restoration of the motor.

Unfortunately the characteristics of some of the adaptive filter algorithms have shown
very low frequency ripple oscillation (like Sign-error, Sign-data and Sign-sign filters), which
may bring additional errors in the late or early interpretations of the critical point issue. The
less amplitude of this oscillation, the better the adaptive filter algorithm (method).
Recognized as the best was - The Normalized LMS FIR filter algorithm adaptfilt.nlms. One
of the best approaches to avoid this very low frequency ripple oscillation is to add a block of
Wavelet filter algorithm into the just mentioned best adaptive filters algorithms too. This was
done at the end of study and improved results as well [19, 20 and 21].

Matlab Adaptive Filtering Methods And Their Results’ Analyses

Table 1. Matlab Adaptive Filtering Methods and their results’ analyses

Harmonics
Type of Adaptive Filter Methods Frequency Remarks
(kHz)
1. The No_rmallzed LMS FIR filter algorithm 1:25:5 The Best
(adaptfilt.nIms)
2. The Sign-data LMS FIR filter algorithm
(adaptfilt.sd) 25 Good
3. The Slgn-error LMS FIR filter algorithm 25 Good
(adaptfilt.se)
4. The Sl_gn—5|gn LMS FIR filter algorithm 25 Good
(adaptfilt.ss)
5. The Traditional LMS FIR filter algorithm .
. 25 Fair
(adaptfilt.Ims)
6. The Qelayed LMS FIR filter algorithm 25 Fair
(adaptfilt.dims)
7. The Adjoint LMS FIR filter algorithm
(adaptfilt.adjims) 25 Very Bad
8. The FFT-based Block LMS FIR filter 2.5 Very Bad
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Fig.

algorithm (adaptfilt.nolmsfft)

9. The Filtered-x LMS FIR filter algorithm

(adaptfilt.filtxIms) 2.5 Very Bad

10.The Block LMS FIR adaptive filter

algorithm (adaptfilt.blms) 25 Very Bad
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4. Signals: useful exponential, which is corrupted by a jam of sinusoidal harmonics and
random noises.

System |dentification of the Normalized LMS FIR Adaptive Filter Algorithm (adaptfilt.nims)
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Fig. 5. The Normalized LMS FIR adaptive filter algorithm adaptfilt.nlms (1kHz)
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(The Best)
System |dentification of the Normalized LMS FIR Adaptive Filter Algorithm (adapitfilt.nims)
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Fig. 6. The Normalized LMS FIR adaptive filter algorithm adaptfilt.nims (2.5kHz) (The
Best)

System Identification of the Normalized LMS FIR Adaptive Filter Algorithm (adaptfilt.nims)
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Fig. 7. The Normalized LMS FIR adaptive filter algorithm adaptfilt.nlms (5kHz)
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System Identification of the Sign-data LMS FIR Adaptive Filter Algorithm (adaptfilt.sd)
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Fig. 8. The Sign-data LMS FIR adaptive filter algorithm adaptfilt.sd (2.5kHz)
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System Identification of the Sign-error LMS FIR Adaptive Filter Algorithm (adaptfilt.se)
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Fig. 9. The Sign-error LMS FIR adaptive filter algorithm adaptfilt.se (2.5kHz)

(Very good)
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System Identification of the Sign-sign LMS FIR Adaptive Filter Algorithm (adaptfilt.ss)
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Fig. 10. The Sign-sign LMS FIR adaptive filter algorithm adaptfilt.ss (2.5kHz)

(Very good)
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Fig. 11. .The Traditional LMS FIR adaptive filter algorithm adaptfilt.Ims
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Fig. 12. The Delayed LMS FIR adaptive filter algorithm adaptfilt.dlms (2.5kHz) (Fair)
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Fig. 13. The Adjoint LMS FIR adaptive filter algorithm adaptfilt.adjims (2.5kHz) (Very Bad)
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Fig. 14. The Block LMS FIR adaptive filter algorithm adaptfilt.bolms (2.5kHz) (Very Bad)
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Fig. 15. The FFT-based Block LMS FIR adaptive filter algorithm adaptfilt.olmsfft (2.5kHz)

(Very Bad)
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Fig. 16. The Filtered-x LMS FIR adaptive filter algorithm adaptfilt.filtxims (2.5kHz) (Very
Bad)

4.CONCLUSION

In this paper, several Adaptive Filter algorithms from MATLAB have been applied to
solve in real time the problem of early prediction of disruptions in the oil industry Electro
Submersible Pump (ESP) motor. From the analysis of the results, it is possible to claim that
the start of trouble is predictable within a very long time interval of practical interest.
Unfortunately, some of the adaptive filter algorithms have shown bad (4) and fair (2) results,
which may bring additional errors in the late or false early interpretation of the critical point
of the ESP motor insulation disruption issue. Some of the adaptive filter algorithms have
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shown successful and very good results of the early prediction of the ESP motor real
insulation disruption (like Sign-error, Sign-data and Sign-sign filters). The best among the
ten analyzed adaptive filter algorithms (methods) for application in ESP telemetry was
recognized as - The Normalized LMS FIR filter algorithm - adaptfilt.nIms.
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Abstract: In Mexico, many wetlands face serious deterioration and over-exploitation due to
mining and pollution of their waters, threatening their natural functions as potential water
reserves for different human uses. That is why this deterioration is considered a national
priority that requires identification and characterization of Mexican wetlands to create
strategies and policies for their preservation, protection, restoration and rational use.

The multifactorial and national character of this phenomenon requires
multidisciplinary analysis and the use of technological resources to process information on
the organization, operation, time and space, a mong others, under special conditions.

This paper emphasize the technological integration into the multidisciplinary group
and describes a proposal to develop a technological platform through a computer-based
prototype, based on a methodological model of software engineering that makes explicit the
conceptual design vis-a-vis the difficulty of demonstrating its usefulness and functional
structure in a way that can be understood by all disciplines involved through a software
prototype.

Keywords: Telematics, multidisciplinary approach, wetlands, GIS.

Wetlands in Mexico: A Priority

The recognition of wetlands in Mexico is a national priority since:
"In Mexico, many wetlands face serious deterioration and over-exploitation due to
mining and water pollution .... With the increasing demand for water for different
human uses, the wetlands, as existing and potential reserves of drinking water, will
increasingly be reduced and dried, unless strategies and policies to identify, define,
preserve, protect, restore and use their numerous biotic resources rationally are
implemented. [That is why] it is a priority to implement policies and programs, under
the provisions of the National Water Law that requires an information platform on the
country's wetlands, which particularly include their location and ecological aspects.
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These studies will result in a better understanding of their structure and functions as a
component of the hydrological cycle, and in the context of a strategic vision, will make
it possible to create proposals and set priorities that support the comprehensive
management of national waters." [6]

Fundamental Requirements to Develop a National Wetland Inventory

The multifactorial and national character of this phenomenon requires multidisciplinary
analysis and the use of technological resources to process information on the organization,
operation, time and space, among others, under special conditions. Hence in developing a
National Wetlands Inventory (NWI), three basic requirements need to be considered:

1.

The methodological process: In order to carry out the required identification,
characterization, and definition it is fundamental and essential to have an analysis
criteria system that guides and facilitates the recognition of patterns, variables and
decision-making criteria, among others, so as to create software information models.
Especially to identify, characterize, monitor and evaluate the Mexican wetlands with
the purpose of generating knowledge on water that explains the problems and facilitates
the creation of strategies to attend to the needs of the sector by identifying and taking
advantage of such opportunities. [6] There are different classification models, notably
that of Ramsar, [1] a classification system proposed by the international community
during the Ramsar Convention [9] with the purpose of identifying wetlands of
international importance.

However, those models, and especially Ramsar’s limit the recognition of specific
variables and patterns unique to Mexico, due to such models’ intentions of
standardization. It is thus necessary to integrate an analysis system based on the needs
and specificities of our country as the foundation for the construction of explicit
knowledge of Mexican wetlands and their representation in a national inventory.

Collaborative and multidisciplinary work: the detailed and specific characteristics
required by the integration of a wetlands inventory in our country implies the
convergence of a diversity of fields of knowledge related to the characterization of water
bodies. It therefore requires the integration of a multidisciplinary instrument to gather
information, initially “managed” by a technological systematization process, which will
later be interpreted. This integration reveals the need to address the actions of
identification and definition of the boundaries of the wetlands via a collaborative
multidisciplinary strategy to ascertain the level of deterioration and overexploitation due
to mining and contamination with the goal of making explicit the knowledge that is
needed to preserve, protect, restore and use wetlands rationally.

The technological factor: at first sight, the usefulness of a system based on Information
and Communications Technology (ICT) to define and geographically locate the
wetlands is evident. This responds to the need to recognize and locate wetlands.

In Mexico, we can observe the prevalence of these types of systems in earlier
experiences discussed in congresses. Such systems can be characterized as Geographic
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Information Systems (GIS), since they systematize and process data whose geographic
reference is shown in digital maps.

That is why we also consider, for the proposed design, the perspective for
Technological use if commercial or open-source software is used to implement a
technological platform for the NWI and having to “adjust” in such case our needs to the
usability limitations according to the terms of operation of such software, which without
further analysis suggests that attention to the proposed needs would limit the software’s
capabilities. Thus, we propose the option of implementing knowledge creation and
transformation processes that translate into technological development or appropriation
capabilities aimed at supporting the dynamic processes of a function structure ad hoc to
the integration of an NWI in Mexico.

The analytical integration of these factors led us to these basic questions: How to articulate
the knowledge-building process in order to make the confluence of different disciplinary
perspectives regarding the explicit knowledge on wetlands in an NWI operational? And how
to articulate the process required for building knowledge between the multidisciplinary group
and the technology experts group which is necessary for the optimal and adequate
incorporation of technological resources?

Technological Integration into the Multidisciplinary Group

Understanding that multidisciplinary integration results from a non-linear process of
knowledge creation, transformation, explicit representation and communication, which takes
place in a cognitive dimension involving different actors, it is considered essential to
establish the relevance of technology in selecting the instrumental resources that “manage”
this process and therefore determine its operational quality. We believe that implementing a
GIS with the specific purpose of defining and mapping wetland location dismantles the
synchronicity of the multidisciplinary knowledge-building process that can result in an
instrument that separates the explicit representation of knowledge from the essential
communication process required for the interaction among different experts, especially those
from the technology field.

In particular, we are referring to the conception of technology that guides structure
instrumentation and comprehensive operation of a multidisciplinary research team whose
activities are directed at a common object of knowledge. In the case at hand, the goal is the
integration of an inventory to identify, define, characterize, evaluate and monitor the
country’s wetlands.

In earlier research conducted with this perspective, we have had successful
experiences when aspiring to the level of technological appropriation and development that
put into practice processes of technological management of multidisciplinary knowledge
with the engagement of experts in technology in the research team. Ongoing and repetitive
academic dialoguing encourages interaction among disciplines [3] that results in the
reformulation of concepts, methodologies and dimensions of analysis in which the
technological perspective becomes tacit and fundamental, thereby developing the capacity to
identify and specify technological requirements. These actions are essential in software’s
fundamental phase of development, or lifecycle in order to ensure that it complies with the
requirements of required application and validates its development procedures, ensuring that
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the software methods and techniques that are to be used are appropriate. All this is set forth
from the engineering perspective, which studies and proposes software development and
maintenance methods and techniques.[7]

The capacity to design and innovate technological developments in research groups,
especially in development of application software or of models for technology operation or
processing are thus created.

Considering the above as a research assumption, the participation of a
multidisciplinary team in technological design is an indicator of appropriation that will be
verified by the same team according to how useful technological output results and to the
extent to which it meets their needs, in this case a software system as an explicit
representation of scientific knowledge with the double function of research resource and
multidisciplinary knowledge “manager.” In the particular case of this empirical experience, it
implies a technological platform for software processing of multidisciplinary knowledge of
the Mexican wetlands and a technological resource that makes the interaction between
experts in building multidisciplinary analysis criteria to identify, characterize, monitor and
evaluate these wetlands both realistic and operational. The approach underlying the
experience that is documented here has been described in these terms.

A Technological Prototype for the National Wetlands Inventory

From the software engineering field, a preliminary outcome of multidisciplinary
interaction is a prototype developed in congruence with the Rapid Application Development
methodology, in which software development involves minimal planning, but has the
advantage of immediate operation through prototypes. [8]. The use of this methodology was
useful for the dynamic nature of the design process conducted by the team during the
construction of a logic of multidisciplinary significances and the production and
simultaneous transformation of the technological system’s components required for the
explicit representation for this constructive process.

For their part, the integration of websites using a Graphic User Interface (GUI) to link
the component of the System operating the Database Management System (DBMS) and the
processing of analysis models is essential since it allows for both the creation of a context of
virtual interaction of the reality of wetlands in Mexico that is required to provide significance
to the representations of scientific knowledge. (see Figures 1 and 2).
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Figure 1
TIDI-HUMEX Platform
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Source: Carrillo Velazquez Lucia Patricia

http://telematica.politicas.unam.mx/TIDI-humex/
[Online, consulted in Jan. 2011]
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Figure 2
TIDI-HUMEX Platform
National Wetlands Index
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Final considerations

The prototype resulting from a technological platform currently in process for the creation of
a NWI in Mexico prompts us to consider the basic and traditional criteria of a system’s value
and of its software engineering, namely quality vs. low cost, reduction of the risk of needs
not being met —including commercial needs— and delivery deadlines. In this project, we
assess the quality of a technological system and its software engineering with the Joint
Application Development methodology [7] at a public university in Mexico. In its incidence
level, the project manifests as a resource to manage scientific knowledge, specifically in its
technological appropriation and innovation capacity developed by researchers from different
disciplines as an explicit representation resource that functions both as a research tool and as
a resource that enhances the intellectual capital of an academic institution.
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Abstract. Situation management systems are important components of up-to-date
information technologies for business and public management. Recent trends in
complex information systems creation are widely make use of agent-oriented
programming, knowledge bases, cloud computing and so on. Issues of knowledge
models designing for program agents are discussed. The specifics of situation
management systems are described. The aspects of general and special knowledge of
agents are outlined. Knowledge models for program agents of different tiers of situation
management systems are proposed.
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1 Introduction

Situation management systems based on information technologies are used in various
branches of human activity [1, 2]. Situation management (SM) is considered “as a
framework of concepts, models and enabling technologies for recognizing, reasoning about,
affecting on, and predicting situations that are happening or might happen in dynamic
systems during pre-defined operational time” [2]. The Multi-Agent System (MAS) [3] due to
its characteristics directly fit for the solving SM problems [4]. MAS can be used as
supporting tools for organizing and serving integrated environments of SM. Such type of SM
environment we call as Agent Based Environments of Situation Management (ABESM).

SM is a complex multilayered technology with variety of the interrelated tasks on
each layer. Appropriate agents on various layers perform the functions of dispatching,
coordination, services seeking and providing, security etc. Agents during functioning must
use the appropriate knowledge. Knowledge of an agent is a fragment of knowledge domain
of SM problem. Knowledge domain of SM problem is an element of SM model.

2 Situation Management Model

SM model includes submodels for representing different aspects of SM activity
realization. These submodels are Situation Management Structure, Situation Management
Ontology, Situation Management Workflow. Integration of submodels provides
completeness and adequateness of SM process.
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2.1 Situation Management Structure

SM consists of some essential stages: situation detection, situation identification,
situation control goal-setting, resource definition, constraints definition, control planning,
affecting on the situation, situation state monitoring and perception, plans correction,
completion, summing-up. These stages represent the structure of SM. Structure elements
define the set of concrete services required for specific phase of SM process. Services are
provided by suitable delivery agents. Agents use appropriate knowledge from SM knowledge
domain for services identification and mutual coordination. The SM knowledge represents as
ontology.

2.2 Situation Management Ontology

SM ontology represents knowledge for appropriate domain and brings together
situation and management ontology. The situation ontology depicted on Fig.1 [5].
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Fig. 1. Situation Core Ontology.[5]

SM in general is the business process of project management dealing with planning,
organizing, securing, leading, and controlling resources to achieve specific goals. The view
of business process ontology presented on fig. 2 [6]. The meta-model of the business process
ontology can be defined in a way that suits the domain expert, the requirements engineer and
the business process modeller, who may not be an IT expert. A business process ontology
would describe all concepts related with a business process. In particular, it would define
entity types such as business activity, business document, business object, business event,
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business rule, role, resource and control flow. In addition, relationships among entities are
defined.
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Fig. 2. Business Process High-level Ontology.[6]

The real value of a business process ontology lies in the ability to extend the software
development value chain. The combination of business process management and semantic
technologies leads to Semantic Business Process Management (SBPM). SBPM based on top
level ontologies: event ontology, situation ontology, process ontology, temporal ontology,
spatio ontology, specific domain ontologies, task ontologies, and application ontologies [7].
SM business process realized thru its workflow.

2.3 Situation Management Workflow

SM workflow would be based on standard model. Such model is Workflow Reference
Model proposed by The Workflow Management Coalition Specification [8].
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Fig. 3. Workflow Reference Model. [8]

All workflow systems contain a number of generic components which interact in a
defined set of ways; different products will typically exhibit different levels of capability
within each of these generic components. To achieve interoperability between workflow
products a standardized set of interfaces and data interchange formats between such
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components is necessary. Standardized interfaces and data interchange formats provides by
workflow services. Discovery and delivery of services are provided by agents with
knowledge about SM. Example of the workflow ontology can be downloaded from [9].

3 Agents Knowledge Models

Agent's behavior is determined by its internal knowledge and behavior model. The
most common model of agent behavior is the BDI model supported by the FIPA
specification. Knowledge of the agent to determine its behavior include knowledge about the
environment, resources (services), the mechanisms of communication and coordination.

3.1 Agents-Based Hierarchical Environment Model

According to SM model the agents distributed over the levels of hierarchy to support
the functions of its level. Agents are software entities that implement a model of behavior
based on internal knowledge representation in a formalized manner. The interaction of agents
of the same level based on the principles of choreography, and the agents of different levels -
on the principles of orchestration.

The level of the agent hierarchy determines its knowledge, functionality, language
tools and other facilities. Whereas the agents in agent-based SM are used for services
discovery and delivery so theirs languages hierarchy must meet the hierarchy of web services
stack languages. The web-services stack languages proposed in [10] depicted on fig.3.
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Fig. 4. Web Service composition-oriented protocol stack of vendor-specific and standardized
protocols and languages. [10]

In recent version the web services protocol stack was expanded by xPDL 2.2
specification [11], and BPML was replaced by BPMN (Business Process Model and
Notation) [12] and WS-BPEL (Web Services Business Process Execution Language). The
BPMN specification includes an informal and partial mapping from BPMN to BPEL [13].
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3.2 Agent Communication Model

To perform its functions agents have to communicate with each other and the services.
A generic communication stack (CS) for agent communications is shown in Figure 1 [14]
and logically corresponds to the abstract communication architecture standardized by FIPA
in [15].
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Fig. 5. A generic communication stack for agent communications.[14]

So for communication with services agents contain knowledge about services interfaces in
format meeting the requirements of WSDL [16]. For Java agents specification is Java APIs
for WSDL (JWSDL) [17].

3.3 Agent Ontology

Agent ontology is the agent of knowledge and provides adequate model behavior in
SM runtime environment. To ensure consistency and completeness the agents knowledge is a
relevant piece of knowledge domain knowledge SM. So the agent ontology consists of
appropriate ontology fragments from SM business process ontology, SM workflow ontology,
specific ontology of situation domain, ontology of environment, descriptive ontology of
services and agents, communicative languages and protocols, etc.

Specific ontology of agent allocated from the generic ontologies by generating and
processing the request, for example with use of language OWL2 DL. [18].

3.4 Agents Orchestration

An orchestration defines the sequence and conditions in which one program agent or
service invokes other program agents or services in order to realize some useful function.
Thus, an orchestration is the pattern of interactions that a program agent or service must
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follow in order to achieve its goal. Orchestration is used for coordination of agents from
different layers of SM business process. So, the appropriate method of orchestration can be
chosen from one of orchestration patterns [19] using the query to ontology. Formal
representing of the orchestration may use the orchestration language [20].

3.4 Agents Choreography

Choreography is the definition of the sequences and conditions under which multiple
cooperating independent agents exchange messages in order to perform a task to achieve a
goal state. Choreography is used for agent coordination of the same layers of SM.
Choreography, in general, is unsynchronized process. So, synchronization in agents
choreography needs using of formal methods, for example choreography language [20].

Thus, the orchestration and choreography languages are logic models and may be
translated into OWL DL (OWL2 DL).

4 Conclusions

The business process model and workflow of agent-based SM need integration of
various methods, technologies and frameworks for adequate representing of situation and
management context in supporting information systems.

These models are SM model, SM workflow model, SM ontology, hierarchical agents
environment model, agent communication model, agent ontology. All ontologies integrated
in generic ontology of SM.

Completeness and integrity of local agents ontologies provides by the use of queries
to generic ontology of SM.

Workflow of SM realized thru orchestration and choreography with the use of special
formal languages. These languages may be translated into OWL DL dialect.
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Abstract. One of mainlines of up-to-date information technologies is integration of
information services into agile complex information systems. Those information
services are mainly web-services. The agility is carried out on the base of agent-
oriented approach. So, the agents perform functions of accounting and dispatching of
distributed information services. Issues of integration and using information services in
situation management systems are discussed. The functions of agents represented from
the position of its behavior models. The means and frameworks for services integration
are presented with the heeds of situation management systems specifics.

Keywords: agent-oriented system, agent behavior model, information service, situation
management system.

1 Introduction

A collective decision making technology in situation centres (SC) is a multi-layered,
complex, purposeful process that includes a wide class of preparatory procedures,
organizational, technical nature [1]. The implementation of environments supporting such
technologies can be made on the basis of information systems with the appropriate set of
services provided at the request of the planner at each stage of the decision making process.

The term service refers to a set of related well-defined business functionalities that are
built as software components (discrete pieces of code and/or data structures) functionalities
that can be reused for different purposes, together with the policies that should control its
usage. Services can be implemented on service-oriented architecture (SOA) concept and on
the offspring of SOA — mashups and cloud computing.

Decision-making procedures use variety of services that support data integration,
processing and representation, communication, coordination and dispatching of processes.
Integration such services is a complex problem according to concrete objective.

2 Service utilization

For realization situational management in SC for implementing each process stage
suitable groups services that form a hierarchy of services are used [2]:
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- stage services;

- process services;

- procedure services;

- operational services;
- transactions services.

Standardization of services to be shared in the SC could be based on service-oriented
architecture. Access to services can be carried out by means of enterprise systems cloud
computing. The combination of Web services and agents through description needed for
agent's services function in a knowledge agent. Standardization describe services carried out
by means of language ebXML [3]. 1SO-15000 standard describes typical components and
formats of ebXML with the requirements compliance of metadata registry standard
(Metadata Registry (MDR) standard) ISO/IEC 11179 [4]. Interpretation or application of the
ebXML concepts is based on the recommendations ISO 15000-5 [5].

Services orchestration and choreography. Coordination of services that requested
in the operation of SC is using orchestration and choreography. [6].

3 Agents Coordination

Diversity and initial uncertainty set of services needed to implement a particular
model of situation management in SC, call for a wide selection functionality services, their
availability, flexibility and autonomy. These requirements can be achieved based on the
agent-oriented approach. Thus, situational management information system can be
represented as a Multiagent System (MAS) [7].

Agents in a MAS must interact according to the decision-making procedures used in
SC. Models of decision-making procedures are stored in the SC knowledge base (KB), which
is replenished and refreshed during the operation process of SC with the experience of
making preliminary decisions.

Thus, SC functioning has an evolutionary character. SC KB is a hierarchy of
knowledge domains about various aspects of the functioning of the SC, which include both
knowledge relating to specific areas in which the situational management implements and
knowledges related to the functioning regulation of the SC, including knowledges about the
organization of the collective decision-making process. Those knowledges are used to
determine the list of required agents and their patterns of behavior and interaction in the SC
operation.

In the collective decision-making algorithm implementation of each stage is
supported by relevant agents groups (“colonies") in a way that the result of one colony is an
input material for another activity, and eventually obtained the final result of the process of
collective decision-making in a specific format. So, the decision is the result of superposition
of multiple colonies functioning agents given the information field. Thus, there is a problem
of formal definition of specifications of decision making on the basis of which is determined
by the initial composition of the "peace agents" for a specific decision problem. Based on
specifications determined by the composition of the colony, who is elected by the
"population” of such interconnected agents.

Agent-manager in MAS must have a formal description of the general formulation of
the problem of decision making in a query model of knowledge relevant subject area through
which the selection of the set of necessary agents that implement each step in solving
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specific problem. Agents operate within agent platform that provides lifecycle management
agents and effective communication (messaging) between agents. Language Communication
Agent (Agent Communications Language, ACL) defined a set of document FIPA, associated
with ACL [8]. Actually, the ACL described in the document [9].

The mechanism that implements communication between agents called Message
Transport Service (MTS) in FIPA documents. The document [10] identifies components that
implement services and agents search, which include system management agents (Agent
Management System, AMS) and directory services (Directory Facilitator, DF). AMS
component is responsible for the management and implementation of white pages service
that contain a list of agents registered on the platform. It is also responsible for maintaining
the life-cycle of agents. DF component provides for agents yellow pages service. Yellow
pages service provides registration agents services and search agent for its service. Platform
agents can subscribe to DF-agent for information about registration required service. Set of
yellow pages located on different agent platforms instances implement distributed yellow
pages service. So the information base for the functioning of agent environment is supported.

When configuring the situational management environment the stages implementation
agents realize the formation of agents set for the implementation process, the processes
agents - the formation of a set of procedures agents, etc. to determine the required set of
transactions for each decision-making operations.

Thus at each level is formed only information base about agents without their
activation and binding in the interaction. Thus Agent Information environment formed.
Further, according to the situational management technology it is necessary to activate agents.

Based on a variety of tasks to be solved in the implementation of situational
management technology, multi-agent environment situational control is based on a hybrid
architecture that includes deliberative (based on knowledge) and reactive (with the
mechanisms of behavior such as "stimulus-reaction™) agents [11].

Deliberative agents designed to perform analytical functions that result is situational
management environment specification. Reactive agents implement process control
management based on situational information (events) received from the environment or
other agents in the implementation of communications. Thus emerging agents role groups
(associations) with specialized functions within the group, both vertically (levels of hierarchy
functions) and horizontally (the problem to be solved at this functional level).

Formation of agents knowledge about their environment is performed using
monotonic and nonmonotonic logic mechanisms, which allows a more complete model of
the world with regard to possible limitations and specific subject area, close to the picture of
the world, formed in the imagination of man.

Agents autonomy allows to create similar agents in various locations of agent
environment and to continue to make selection of the most effective agents for certain
parameters in different models of interaction (competition or cooperation). Thus multiagent
environment of situational management functioning permanence, flexibility and evolutionary
is provided.

4 Conclusion

Development and support the functioning of SC associated with the creation of
services runtime environment integration and use to meet the challenges of situational
management.
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1. Definition of services needed to solve specific problems of situational
management is based on a formal specification of the problem in terms of the
knowledge domain model.

2. Services search and integration realized by using agents with knowledge of the
constituent elements of the situational management process.

3. Agent platform provides the tools for interaction-based service orchestration and
choreography.
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Abstract: In this paper is given the analysis and comparative review of the top best
selling commercial Customer Relationship Management (CRM) software: SAP, Oracle,
Microsoft Dynamics and NetSuite. This paper is intended to be used as a guide to help
end-users in their vendor selection process. It is given the wide array of CRM vendors
currently in the marketplace. In order to enable end-users to indentify which CRM
software best meet their specific business requirements, they are categorized by
functionality, customer focus, prizes and other criteria. This paper is primarily focused
on the comparative analysis of the basic features of the CRM software. Also, it is
presented future of the CRM software and possible direction of their further
development.
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Service.

1. Introduction

Customer Relationship management is the strongest and the most efficient approach
in maintaining and creating relationships with customers. Customer relationship management
is not only pure business but also ideate strong personal bonding within people.
Development of this type of bonding drives the business to new levels of success.

CRM significantly improves a company’s internal organization in interaction with its
customers and distributors, by establishing efficient communication mechanisms and
accelerating the implementation of daily operative needs. In other words, the customer
relationship management is organized in such a way that the needs, the demands and the
expectations of customers are not only fulfilled, but also surpassed.

The CRM software represents an efficient way of business processes by which a
company manages its contacts and the information about their customers, distributors, their
respective needs and all the relevant information about market accesses.

The main goal of this paper is to be used as a guide to help end-users in their vendor
selection process. It is also presented possibilities and directions of CRM future development.
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2. Defining CRM

CRM represents systems, processes and procedures that help companies manage their
customer relationships. CRM is a combination of processes, methods, systems, and
technological know-how that will help the company deal with their customers effectively and
efficiently.

The goal of the CRM is to retain and increase customers of the company. Customer
relationship management is an approach designed specifically for corporations. It is a
strategy whose main aim is to create as well as maintain long-term relationships with the
corporation's customers. The main goal is to expand the company's client base.

CRM also presents a comprehensive system. It encompasses customer service but it
goes beyond that. It is a system that involves and regulates all points of contact and business
dealings with the company's customers. The CRM strategy is focused on how customer
service representatives are going to deal with the customers. However, aside from the actual
interaction, CRM will monitor and regulate all the communications used in the interaction.

For instance, CRM will have identified the reports that need to be generated after a
customer has been given service. The CRM strategy will also be the basis for determining
what notes will be written and filed about the customer interaction. As such, CRM will
include how records on customers are kept. For instance, if a customer service representative
makes a note about the customer's concern, the CRM software used may automatically
compile the notes and update the general customer service database. Thus, when another
customer service agent picks the call the next time the same customer calls back with the
same concern, the customer will not have to explain his situation again. The CRM software
ensures immediate access to information that would make the interaction between the
customer and the customer service representative as smooth as possible.

A working CRM program would therefore include the acquisition of new customers
and return business. It is concerned with isolating customers that would require a specialized
line of service. A good CRM program and strategy will improve customer service. This can
be done by developing a communication process that provides customer solutions in a timely
manner. This can be done through the following ways:

e Provision of information is essential. Information about company’s business
products, products' uses, company’s alternative services, troubleshooting guides,
frequently asked questions and answers should be easily accessible and available.
This can be provided on websites 24 hours a day and 7 days a week using a
remote server.

o Isolate customers' definition of quality. It should be exerted every effort to ask
every customer (through polls, surveys, etc.) about their idea of a winning
customer service experience. With this on mind, company would be able to have a
clearer picture and devise a strategy that would meet the requirements and
expectations of its client base.

e Fast and efficient customer support should be ensured. After customers have
made their purchase, company still has a responsibility to their customers. It
should be devised a system that would allow to manage and schedule post-
purchase client interaction post haste. This would enable managers of the
company to evaluate dissatisfaction, common customer support concerns,
repurchase times, probabilities and frequencies.
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¢ Install an efficient database for monitoring purposes. Provide a structure that can
allow keeping an eye on all interactions between the client and the company. All
necessary sources and types should be included. It will also be beneficial if the
system provides the same information that the customer sees and uses. This would
eliminate or at least reduce confusion.
e Be insightful. Identification of an impending concern will provide a good image
for the company by listening customer complains [1].
Customer relationship management is about managing all facts of company-customer
relationships. This includes using all the advanced technologies, methodologies and systems
that can ensure that company’s customer will return and bring the economic business as well.

3. Criteria for Picking a CRM System for Business Needs

Which CRM system is right for an organization depends on several factors, and it is
not a decision organizations can afford to take lightly. CRM is the path to customer loyalty,
new business and increased revenues over the short and long-term, affecting every area of an
organization’s success. Value-added services can also be enhanced with CRM systems to
establish stronger market presence.

Part of the CRM decision is determining which type of CRM system meets an
organization’s needs; organizations must evaluate whether a vertical, or a more general
solution, will give them the best CRM outcomes. Increasing numbers of CRM solution
vendors are streaming their mainstream CRM tools to seem more industry-specific; and like-
wise, industry-specific CRM vendors are striving to appeal to a broader range of industries,
so the decision is becoming more complicated.

When considering vertical versus a general CRM solution, businesses should contem-
plate whether or not a vertical solution exists that truly meets their needs. This is what
vertical solutions are designed to do, but not all can fully meet this functionality. While
vertical CRM solutions may take longer to implement than more mainstream models, they
can provide deeper levels of customizability. For example, features available in vertical
CRM formats, like very specific requirements definition capabilities and code testing may
not be available in a general CRM format. If an organization chooses a mainstream CRM
solution when they need a vertical solution, they can find themselves engaging in layer after
layer of testing before completing the evaluation process.

Company size is a key factor - In terms of scalability, organizations will maximize
their opportunities for growth and meet their mission more effectively when a CRM solution
matches their company size and plans for growth. Specifically, CRM systems must be ready
to provide increases in performance during customer-heavy periods, like holiday seasons for
retailers, and must be equipped to prevent lost resources during slower periods. CRM
software should also allow customer agents to rapidly find customer records — even if this
data comes from varying-sized batches of customer records.

A number of different industries suggest the “try before you buy” approach to
products and this is an important step with CRM. If the person making the CRM selection is
not versed in IT integration, the right questions may not be asked and the resulting
implementation could be a disaster. Whether the company elects to implement hosted or on-
premise solutions, most vendors can accommodate the try it first approaches. The cloud-
based solution should be accessible through the Web browser and the full suite should be
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made available. If all applications, functions and features cannot be tried before the contract
is signed, it is wise to look for another vendor.

4. Comparative Analysis

The CRM market is currently experiencing rapid growth; analysts expect the global
CRM market revenue to hit around at least $18 billion in 2012. CRM growth was driven by
strong demand for marketing automation, sales automation and customer-service
technologies [3]. There are many CRM vendors now and it is very important to choose the
right one. Which CRM system is right for an organization can depend on several factors, and
it isn’t a decision organizations can afford to take lightly. These factors are:

e Industry Specific CRM or Mainstream Solutions;
e Company size;

e OnPremise CRM or Hosted CRM;

e Software features (modules);

e Ease of use/implementation;

e Vendor evaluation [4].

According to [3] and [5] some of the best-selling CRM software are: Oracle, SAP,
NetSuite and Microsoft Dynamics. A comparative analysis in this paper is done based on
these results.

Microsoft Dynamics for customer relationship management empowers employees to
boost sales, satisfaction, and service with automated CRM that’s easy to use, customize, and
maintain. Microsoft Dynamics business software offers a wide spectrum of affordable CRM
solutions to help companies meet their specific needs. Microsoft CRM is unique in an
increasingly crowded CRM software market to use the same code base for on-premise and
Software-as-a-Service (SaaS) delivery models. It's also unique in its ability to support
multiple public clouds for SaaS delivery.

The company's most recent release also allows cloud customers and business partners
to install server-side code in the Microsoft cloud and data centers. This permits extensibility
for a number of business processes not supported by most competitors.

The Oracle CRM includes: Oracle Siebel CRM, Oracle CRM On Demand, Oracle E-
Business Suite, PeopleSoft Enterprise CRM and JD Edwards EnterpriseOne CRM. Oracle
CRM has a reputation for high risk, and expensive deployments. In fact, failed
implementations and frustrated users are the primary impetus for the rise and sky-rocketing
growth of Cloud or SaaS CRM systems.

The company’s hosted software, Oracle CRM On Demand, competes with
Salesforce.com. CRM On Demand offers low-cost, hosted CRM solution with little or no up-
front IT investment. With CRM On Demand, companies can accelerate sales, improve
marketing and deliver consistently top-notch customer service.

NetSuite CRM is a hosted CRM application that provides sales reps with a 360 degree
view of customers so companies can maximize customer revenue, from lead and opportunity
management through order processing, customer service and support resolution, to renewal
and up sell purchase management. NetSuite CRM also gives sales reps the ability to create
quotes, place real orders, and gain-real time visibility into order status, overdue invoices,
inventory, customer transaction history, up sell and cross sell management and commission
compensation.
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The SAP CRM software solution is a fully integrated CRM software that targets
business software requirements of midsize and enterprise organizations across industries and
market sectors. Similar to top competitor Oracle, SAP has more recently released two SaaS
CRM products—SAP Sales on Demand which is a cloud CRM extension for the company's
on-premise ERP software and SAP Business By Design which is a full ERP cloud suite that
includes CRM.

SAP offers CRM on-demand solutions that are easy-to-use, Web-based, and available
on a subscription basis.

The following Table 1 shows some of the basic advantages and disadvantages of
CRM software [6].

Table 1 — CRM Product Properties

CRM
Product Advantages Disadvantages
Name
- Good integration with Microsoft Office - Heavy browser architecture -fat
MS products client
. - Reasonable sales force automation (SFA) - Weak marketing and customer
Dynamics | _ strong technology foundation and b
CRM ong technology foundation an ase )
architecture - Limited to small business
- Strong partner delivery network organizations
- Not as strong marketing
- Integrates to Oracle Financials automation or customer service
Oracleon | ~ Nice dashboard ) o - Lacks deep functionality offered
demand - Good data warehousing (lacks flexibility, by some other hosted vendors
but good presentation) - Offline version is pretty bad
- Strong sales force automation (SFA) - Allegedly poor customer service
and turnover
- A single and enterprise wide integrated
business software system -A difficult to use system
- Role-based application navigation and - Troublesome customer support
security - High customer support costs
NetSuite | - A native thin-client solution designed for - Poor company reputation
on-demand - Difficult customization tools
- Internet delivery - Product upgrades are notoriously
- Several industry specific or vertical market | troublesome
solutions
- Backing by the largest application software
vendor in the world .
. . - The product is new, shallow and
SAP - Isolated tenancy hosted delivery model is a comparatively weak when compared
welcome change from most other hosted to other hosted CRM vendors
CRM vendors
- Strong ERP can be leveraged into the CRM

The working area of CRM vendors is wide and varied. Some vendors are focused on
the entire enterprise solution, while others have specific functional specialties such as
Marketing Automation or Customer Service. In Table 2 CRM vendors are categorized by
different criteria and presented in a matrix.
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Table 2 — CRM Characteristics

Vendor
Characteristics Mlcroso_ft Oracle NetSuite SAP
Corporation
Suite X X X X
Marketing X X X X
Customer
Service X X X X
Call Center X X X
Sales  Force X X X X
Automation
Hosted/SaaS X X X X
On-Premise X X X
Enterprise X X X X
Mid-Size X X X X
Small X X X

As can be seen from the matrix Microsoft Dynamics and Oracle covers all area, while
NetSuite doesn't have Call Center. On the other hand SAP is more focused on mid-size and
big enterprises and doesn't have CRM software solution for small enterprises.

Each CRM software is consist of certain modules or features. The structure of the
CRM software is usually consists of the following group of modules:

e Customer Service;
o Sales;
e Marketing.

Beside of these basic modules CRM software also contain other modules. In almost
all CRM software there are differences in the names of certain modules, respectively
modules can have exactly the same functionality but different names, or with the same name,
but with completely different functions.

Table 3 shows a comparative review of the basic characteristics and modules of these
software solutions [7], [8], [9] and [10].
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Table 3 — Comparative Review of Basic CRM Characteristics

Vendor MlchSOﬁ Oracle NetSuite SAP
Corporation
e Oracle CRM On
Demand
e Siebel CRM o SAP CRM
e Oracle E- o SAP Business
Mi t Business Suite o NetSuite All-in-One
Product | * b croso CRM CRM CRM +  SAP Business by
ynamics * PeopleSoft o NetSuite Design
Enterprise CRM o SAP Business
¢ D Edwards One
EnterpriseOne
CRM
* Sales force
Automation
*Partner
Relationship
Management .
-Mark%:ting o Marketing
Automation o Salesforce o Sales
« Customer Service Automation | e Service
and Support * . gustpmer . 'F\’/?nner Channel
Content ervice anagement
o Customer Management Management | e Interaction
Service «Innovation o Partner Centre
Modules o Sales Management Relationship | e Web Channel
o Marketing * Real Time and Management | e Business
« Go Mobile Historical Marketing Communications
Analytics Automation Management
* Desk Top and * Mobile e Real-time Offer
Mobile CRM - ¢ CRM Management
Data Model Analytics e Trade Promotion
Customization Management
« User Interface g
Customization
*Enterprise
Administration
eOracle CRM On
Demand:70
user/month
«Siebel CRM:70 * NetSuite +:
user/month 129
o 440 - 880 per s Oracle E- /user/month
Business Suite o NetSuite:
Pricein $ user CRM: N/A 499 e 75 user/month
e 528 — 1761 per :
server . peop|e$0ﬂ month  base
Enterprise CRM: fee
N/A and 99
o JD Edwards /user/month
EnterpriseOne
CRM: N/A
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5. Future Development of CRM

With CRM technologies evolving, one of the important selling points has been the
ability of CRM systems to provide a 360 degree view of the customer. Having an integrated
view of the customer has helped organizations to keep all departments (Sales, Service,
Finance etc.) on the same page and thus in turn provide a consistent service to the customer
[11]. Essentially, what has been captured in the 360 degrees view is the transactional
behavior of the customer.

The transactional data has been mainly classified under 3 sub-categories:

e Transaction data like sales orders, billing, receivables and warranties;

e Account data that would include receivables, outstanding balance, account
hierarchies and credit history;

e Interaction data, essentially capturing communication from all customer touch points
like emails, chat and call center.

Capture customer demographics through Social IDs — Social CRM. Social CRM, as
such, is use of social media services, techniques and technology to enable organizations to
engage with their customers. For this to happen, one of the first things that would need to be
done is providing placeholders for LinkedIn IDs, Twitter IDs and Facebook IDs in the
traditional CRM systems. Profile information and customer demographics can be collected
by integrating the CRM systems with the social network using these identifiers. The
collected information can be used to identify customer demographics, likes/dislikes,
important milestones etc. Often customer demographics in the organization's database go
outdated and there is a greater probability that the customer might have been updating this
information more periodically in their social forums. A client manager with a mandate to
interact closely with few select accounts would benefit if that extra information is made
available about his or her customer beyond the typical transactional record. A lot of
ecommerce websites have started using Facebook logins for customers. As per Facebook
statistics, more than 80% of internet sites are integrated with Facebook. Once the customer
logs in using a Facebook ID, you get direct access to the customer profile information and
this data can be used to capture customer demographics, recommend products, suggest gift
ideas for social connections etc [12]. They would still continue to exert significant
importance and the behavioral information from the social media would complement to
understand the customer better and forge more fruitful relationships. Recently, there has been
a growing concern on the security aspects of personal information being shared across social
media [13]. Integrating the traditional CRM systems with social media tools is very
important else the CRM system could end up becoming a middleware solution storing only
the transactional behavior of the customer.

Cloud CRM provides a simpler, faster, and more affordable way for businesses to take
advantage of powerful technology tools that streamline and automate the way customer
interactions are managed across touch-points [14], [15]. With Cloud CRM, all hardware and
software components are purchased, installed, tested, and maintained by a third-party hosting
provider at a remote site. The hosting service provider also stores and manages all customer-
related data. Companies need nothing more than a standard Web browser to access and
utilize the CRM application and its features. Cloud CRM makes customer relationship
management easier and more cost-effective for businesses with IT and budget constraints. It
provides all the standard functionality of licensed CRM solutions, as well as the security,

143



INTERNATIONAL CONFERENCE ON APPLICATION OF INFORMATION AND COMMUNICATION TECHNOLOGY AND STATISTICS IN
EcoNomy AND EDUCATION (ICAICTSEE —2012), OcTOBER 5-6™,2012, UNWE, SOFIA, BULGARIA

reliability and performance companies need to ensure smooth customer operations, without
the time and expense associated with in-house systems.

As companies strive to remain competitive by operating in a more customer-centric
manner, the need to keep staff members fully connected to client data at all times — even
when they’re on the road — has become increasingly important. Sales reps, field service
workers, and other customer-facing personnel who travel frequently require any-time,
anywhere access to the timely, accurate data that will enable them to acquire and support
customers as efficiently and effectively as possible [16].

That’s why leading analysts expect the market for mobile CRM applications to
experience explosive growth in the near term. In fact, research firm Gartner predicts that
industry expansion could be as high as 40 to 60 percent over the next two to three years.
And, a Forrester Research study shows that nearly half of all businesses in North America
and Europe have already deployed — or are planning to deploy — mobile sales force
applications.

A mobile CRM application is a powerful, full-featured software solution that allows
field workers — such as sales representatives, service staff, and support teams — to access and
interacts with customer data while they’re on the road [17], [18]. Using cell phones,
Blackberry devices, Windows Pocket PCs, and other Web-enabled handheld appliances,
users can retrieve and update customer-related information from back-end systems, manage
opportunities and jobs, process orders, check inventory levels, and much more, just as easily
as if they were in the office.

There are numerous benefits that can be achieved through the implementation and use
of a mobile CRM solution. Among the greatest advantages are:

e Increased efficiency and productivity of field staff.

e Improved face-to-face interactions between clients and employees.

e Enhanced information flow and sharing throughout the entire organization, even
among workers who are on the road.

e Increased accuracy and timeliness of information, through the ability of all field
workers to make instant updates to data at any time.

e Reduced sales and service costs through remote automation, and the facilitation of
faster, more informed decision making.

Many businesses are deploying Software-as-a-Service (SaaS) CRM. Software as a
Service is a software distribution model in which applications are hosted by a vendor or
service provider and made available to customers over a network, typically the Internet. SaaS
is closely related to the ASP (application service provider) and on demand computing
software delivery models. IDC identifies two slightly different delivery models for SaaS. The
hosted application management (hosted AM) model is similar to ASP: a provider hosts
commercially available software for customers and delivers it over the Web. In the software
on demand model, the provider gives customers network-based access to a single copy of an
application created specifically for SaaS distribution.

Benefits of the SaaS model include: easier administration, automatic updates and
patch management, compatibility (all users will have the same version of software), easier
collaboration, and global accessibility. In just a few years Customer Relationship
Management has emerged as a powerful business trend. However, the best of the CRM is yet
to come. By implementing a cloud phone system or managed social media support network, a
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company can not only stay ahead of these constantly evolving trends, but also improve their
customer loyalty and support today, rather than two or three years from now.

6. Conclusion

By taking the time to look at the key elements of growing business within any CRM
system, every company can have better position for growth, enjoying the measurable benefits
afforded in a robust system selected and implemented to fit the needs of the organization
today and into the future. Based on all above mentioned in this paper it can be concluded that
the choice of CRM software depends on the needs of the company and one of the key factor
of successful implementation of CRM solutions is willingness to change, discipline in the
system use as well as human and financial resources. The main reason for this is that this
kind of project is characterized by a large scope of unseen costs and resources spent, which
are difficult to predict.
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Abstract: In this paper is analyzed the number of the passing exams of the first and the
second year at Faculty of Electronic and Mechanical Engineering University of Nis due
to finding improvements to increase passing of the exams. One of the goals is
modernization of the teaching process by introducing e-learning. In this paper are used
some of the quality tools, such as: Pareto analysis, Statistical Process Control (SPC)
and Ishikawa diagram. After defining defects (seven basic types of waste) that have
negative influence on the final quality evaluation of higher education and how these
defects can be eliminated, the Pareto analysis is done, which is used for establishing a
vital minority of the exams that are critical for examination at both faculties. SPC
analysis is performed on the exams that are classified as vital minority in Pareto
analysis. Ishikawa diagram is applied, in order to find the causes that affect on small
number of passed exams. The accent was placed on the comparative analysis of the
passing exams at the Faculty of Mechanical and Electrical Engineering, as well as the
improvements proposal. One of the major improvements is implementation of E-
learning system.

Key words: Pareto analysis, SPC analysis, Ishikawa diagram, E-learning.

1. Introduction

Circumstances that are arising in the environment of Serbia, especially in the
European Union, clearly show that the country needs a very thoughtful, organized and
qualitative development of education because it is one of the main conditions for the
development of Serbia to knowledge-based society capable of providing good employment
of the population. These circumstances look for harmonization of education system in Serbia
with the European educational system [1], [2].

The Bologna Declaration was signed in 1999, and with thus has been starting the
Bologna process that aims to create a single European system of university teaching and
research. Generally tends to create more flexible and efficient system of high education in
Europe which would be competitive in the global market knowledge. The most important
measures in the framework of the Bologna process are the introduction of ECTS, promoting
the mobility of students and teachers and the adoption of a system of comparable degrees [2].

This paper presents the results of the study programs at the Faculty of Mechanical and
Electrical Engineering at University of Nis, where has began the implementation of the
Bologna process, where the data are used for student generations that are studying according
to academic plan and program adapted to the Bologna Declaration.
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2. Lean Six Sigma Method

Lean Six Sigma je a methodology that in recent years is the most mentioned in the
literature and refers to procedures of improvements by the integration of methodology Lean
and Six Sigma. Lean represents approach that look for improvement of flow values and the
elimination of losses in a prompt manner. The goal of Six Sigma methodology is the
complete elimination of defects in manufacturing and/or service processes [5]. When the
flow is determined by the optimal value, Lean method focuses on the identification and
designation of additional values together and then the Six Sigma tools are used to help
understanding and reducing variation. The ultimate goal of Lean methodology is to
eliminate waste. Waste is everything that adds cost or is time-consuming without adding
value [6], [7]. Below is presented the seven basic types of waste identified in the process of
education at Faculty of Electronic Engineering (table 1).

Table 1 — Seven basic types of waste

Waste Definition Elimination of waste
Non-passed exams, canceled exams, | Continuous students surveys and the
non-adapted education plan and | elimination of deficiencies in the teaching
program according Bologna | program, additional consultation, application
process, lack of and/or inadequate | of proven models of teaching, investment in
Defects literature, the lack of practical | laboratory equipment, stirring interest of
training, lack of students interest in | students by following the worlds trends and
certain school materials, oversized | new technologies, adjusted the number of
groups of students in lectures. students in groups so that the teaching is
quality and student learning is more
productive.
Students who have not passed the | Compulsory attendance of students in lectures
exam, students who have given up | and exercises, fulfillment of all the pre-exam
of the exam, students who are | and exam commitments, additional working
rehearsing some subjects, the great | hours of teachers and professors with students
Inventory variation in the number of exams | in examination periods where the pass rate was
passed per examination period, too | less than optimum passage defined, adapting
extensive literature. literature to the real needs of future engineers
for quality learning activities and eject
excesses parts from the literature.
The movement of students from one | Teaching in classrooms, updating information
to another classroom, and the lack | on the website provided by the faculty and
Movements of information about the untimely | bulletin boards about teaching schedule, pre-
date change, teaching, testing and | exam and exam obligations, as well as any
pre-exam obligations. announcements relevant to everyday student
activities.
Wiaiting for admission to next year, | On-line exams registration, extended time for
semester certification, exam | student services work with students, control of
application and other formalities in | student attendance, control of teachers and
Waiting the performance of student services, | professors at_tendance and reporting ident@ty
the delay of students and professors | card upon arrival or departure from class, daily
in lectures and exercises, waiting | updates on web sites of faculties and
for information about the exam and | departments as well as on the bulletin board.
tests and consultation schedule.
The transfer of information from | Bulletin board near the student services and in
student services to students, storage | visible places optimized electronic database of
Transport and collection of documentation in | student information and providing a simple and
student services. fast searching of printed stored documents.
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Re-listening of lectures, the | Student motivation for better and quality work,
Over- performance of pre-exam and exam | review of the concept of lectures and exercises,
. commitments, inadequate quality of | eliminating and clarifying any uncertainties in
processing - - -
teaching, unclear and confusing | the literature.
literature.
Graduates of different professors | Cooperation between faculty and industry and
whose profiles do not match the | monitoring needs of the company profiles for
Over- needs of the mar_ket and/o_r Wit_h th_e qualif_ied personnel, const_antly_ impro_ving
production |_<now|_ec_ige acquw_ed at university is teachln_g programs harmonlo_us |nternatlon§1l
insufficient for job position and | professional practice, engaging students in
impractical in work with engineers | interdisciplinary projects which would lead to
from other profiles. their better competence.

3. Pareto analysis

The aim of the Pareto method is the identification of vital minority of 20% of causes
of the problems that need to focus resources in order to eliminate 80% of the problems and
inconsistency arising in the process [8]. Software Pareto Analysis.Net v1.2, developed by
company CIM Group is used to create the Pareto analysis.

Pareto analysis is based on the results of the exams progression of Faculty of
Electronic Engineering at University of Nis for the academic year 2010/2011 that are
studying according Bologna Declaration. In Pareto analysis is included the first and second
year of undergraduate studies.
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Figure 1 - Pareto analysis of the number of registered exams for the first year of
undergraduate studies

It is presented the Pareto analysis (fig. 1) that indicates that a vital minority in the
analysis of registered exams is consisted of two subjects: Mathematic Il and Physics.
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Figure 2 - Pareto analysis of hon-passed exams for the first year of undergraduate studies

Pareto analysis (fig. 2) provides the analysis of non-passed exams for the same
academic year, where vital minorities is consisted: Mathematic Il and Mathematic 1. The
above mentioned exams represent critical exams due to passing of students, i.e. they present
bottlenecks in continuous and successful studying, and on the same will be based further
analysis in the paper.

4. SPC analysis

Statistical Process Control is an analytic tool for decision making that allows it to see
when the process works properly and when not [9]. After Pareto analysis and determination
of vital minority of subjects which are critical for passing the exams, it is applied SPC
analysis. Control points are examination periods and depending on subjects their number is
different. This is because the semesters are different in which subjects are listened. The
average value, the upper and lower specification limits are different for each subject and
depend on the number of exams passed, expressed as a percentage. Software SPC.Net
developed by company CIM Group is used in SPC analysis. SPC graphs are presented for the
first year of undergraduate studies that represent a vital minority (fig. 3 and 4).

According to control charts of the observed subjects can be noticed that the process
can vary widely and that is outside the specific limits that are curtained by expectations of
the Bologna process. In the figures of the capability of subject can be traced defined
specification limits, as well as limits that software determines according to the entered

values. According to the values Crng can be observed that the process if far below the level
of Six Sigma parameters.
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5. Comparative analysis of the results at the Faculty of Electronic and
Mechanical Engineering

The goal of comparative analysis of the passing exams of the first and the second year
of undergraduate studies at Faculty of Electronic and Mechanical Engineering, for the
academic year 2010/2011, is multifaceted. Since these are technical faculties whose teaching
programs overlaps to a certain extent, some subjects which are hold at both faculties are
comparable as well as the result of number of passed exams and it can be determine whether
there is a common problem for these subjects. The problematic subject can primarily open
the issue of quality of teaching program, then the issue of student motivation to learn and
finally whether and to what extent the provided material is necessary to students. Also, a
comparison can show if the results for the same subject are better at one faculty then to see
the results on the other faculty. In that case, it should be considered is it possible to increase
the number of passed exams by applying a successful model of teaching from one faculty to
other. Analysis of passed exams per examination periods can answer which examination
period is most productive.

Below it is shown a comparative analysis of the non-passed exams at both faculties
for exams in the first year for January examination period (fig. 5 and 6).
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Figure 5 - Pareto analysis of non-passed exams for the first year of undergraduate studies in
January examination period — Faculty of Electronic Engineering
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Figure 6 - Pareto analysis of non-passed exams for the first year of undergraduate studies in
January examination period — Faculty of Mechanical Engineering

It can be concluded that vital minority of subjects, which are critical for passing the
exams at both faculties, is Mathematics |I. General subjects at both faculties, such as:
Mathematics, Physics, Mechanics and Electrical Engineering, represent a bottlenecks not
only in the first year, but represent non-passed exams during further studying. One of the
reasons is that on the first year are students with different previous knowledge and skills to
fit into the new environment.

This problem should be the focus of both faculties and the management and teaching
staff in order to enable the success of these subjects according to the Bologna Declaration.
These subjects represent basic techniques and without them further upgrading of knowledge
would be inefficient. In the next chapter are given the improvements in order to eliminate
this problem.

Below is a comparative analysis of SPC control charts for the subject Mathematics |
for both faculties, which shows the variation of the number of passed exams through the
examination periods (7 and 8).
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According to the comparative control charts for the Mathematics | at two technical
faculties, it can be noted that the process varies widely and it is outside the specification
limits that are specified with Bologna process. Interestingly, it can be noted that in both cases
the graphics are about the same shape, i.e., the number of passed exams is growing especially
in the period from September to October, when most students pass exams for enroliment into
the next year.

6. Improvements
6.1 Generally improvements

What can be concluded already in the previous part of this paper is that the
improvement in the teaching process and increasing success of students is a complex
problem whose solution depends on a number of parameters and required activities. First of
all it is necessary to continually survey the students and defining the problems. For subjects,
where is small number of passed exams, it is necessary to provide additional consultations, to
adjust literature to the real needs of future engineers and eject excess materials from the
literature. Also, if necessary, adjust the number of students in groups at lectures and
exercises. No matter how successful passing the exams is, it is necessary that the teacher
constantly strives to arouse interest of students by following the world trends as well as
applying of new technology in the teaching process as much as possible. The Bologha
process implies also the mobility of teachers in order to introduce them with methods of
teaching at other Universities and if they recognize a better method to implement it at home
faculty. For examination periods in which it is determined that the passing number is less
than optimal, it is desirable to provide additional working hours with students.

Student services also play an important role in this process and it is necessary to
improve the software systems in order to update all data required for the timely informing
students. It is preferable to develop the web portal with all information, in order to improve
informing of all interested groups. Also it can be noted is the lack of practical training of
students so it is necessary to intensify the cooperation between faculties and industry,
tracking needs of the companies for qualified personnel, constant improvement of the
teaching programs according with market needs and investing in programs of national and
international internship training. Also, it was shown that the involvement of students in
interdisciplinary projects increases their level of competence and opens the possibility to
share experience with students from other educational backgrounds.

6.2 E-Learning

One of the major suggested improvements is implementation of E-learning system.
The environment of higher education is evolving. Rising costs, shrinking budgets, and an
increasing need for distance education are causing educational institutions to reexamine the
way that education is delivered [10]. In response to this changing environment, e-learning is
being implemented more and more frequently in higher education, creating new and exciting
opportunities for both educational institutions and students.

E-learning is the expression broadly used to describe “instructional content or
learning experience delivered or enabled by electronic technologies” [11]. The broader
definition can include the use of the Internet, intranets/extranets, audio and videotape,
satellite broadcast, interactive TV, and CD-ROM, not only for content delivery, but also for

154



INTERNATIONAL CONFERENCE ON APPLICATION OF INFORMATION AND COMMUNICATION TECHNOLOGY AND STATISTICS IN
EcoNomy AND EDUCATION (ICAICTSEE —2012), OcTOBER 5-6™,2012, UNWE, SOFIA, BULGARIA

interaction among participants [12]. More recently, this definition can be further expanded to
include mobile and wireless learning applications [13], [14]. The main reasons for
implementing e-learning are [15]:
e Increasing the availability as well as lowering the costs of information and
communication technologies.
e Capacity of ICT to support and enrich traditional educational practices through
learning based on sources and non-synchronized communication.
e The need for flexible access to learning opportunities from distant places such as
homes, workplaces and conventional educational institution.
o Requirements of isolated and independent students for alternative approach to
education services.
¢ Increasing the competitiveness in the growing education market.
e The need among educational institutions to keep pace with the times (with integration
of ICT) to attract the attention of parents, students and other fund donors.
e The belief and expectation that on-line learning will reduce costs and increase
productivity and efficiency of educational institutions.
The main obstacles to the implementation of e-learning in educational institutions are:
¢ Motivating teachers to integrate ICT into their teaching;
o Response of users (students);
e The problem of financial planning ICT of resources for e-learning.

The latest trend in the field of e-learning is the use of mobile learning. Increasing the
number of mobile devices and Internet network expansion has created conditions for an
increasingly common utilization of mobile learning.

Mobile learning, or m-learning, has been defined as learning that takes place via such
wireless devices as mobile phones, personal digital assistants (PDASs), or laptop computers.

In other words, any sort of learning that happens when the learner is not at fixed,
predetermined location, or learning that happens when the learner takes advantage of the
learning opportunities offered by mobile technologies, is consider as m-learning [16].

7. Conclusion

Development of higher education in general, particularly bachelor and master studies,
is facing a number of challenges because these studies are of the most importance for the
development of Serbia. According to the Strategy for the Development of Education in
Serbia until 2020, it is recommended using the methodology and technology of e-learning as
a supplement to traditional learning.

In order to maximize this potential, e-learning implementations should bring to satisfy
the needs and concerns of all stakeholder groups as much as possible. Educational
institutions should integrate technology into classrooms to facilitate lecture delivery and
create new technology mediated learning opportunities for students. In this paper, based on
locating and defining the problems in the reform of higher education at two technical
faculties, are suggested the measures and procedures to eliminate any deficiencies that may
exist in the reform process. The methods that can affect on improvement of the quality of
teaching process and student success in the exam periods are defined. It can be expected that
the implementation of these improvements will increase the number of passed exams while
maintaining the quality of the teaching. Once again it should be emphasized the importance

155



INTERNATIONAL CONFERENCE ON APPLICATION OF INFORMATION AND COMMUNICATION TECHNOLOGY AND STATISTICS IN
EcoNomy AND EDUCATION (ICAICTSEE —2012), OcTOBER 5-6™,2012, UNWE, SOFIA, BULGARIA

of continuous monitoring of parameters that affect on students passing the exams, the quality
of teaching and in accordance with the results to perform appropriate procedures for
improvement of these parameters.
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Abstract. Learning is a multifaceted human endeavor which consists of three main
components; learning outcomes, mental processes and interactive processes between
learners and their social environments. Therefore an interesting platform to conduct
learning activities will encourage students’ participation positively. According to
Kabilan, Ahmad & Abiding (2010) social networking sites such as Facebook is one of
the latest examples of communication technologies that have been widely-adopted by
students, and thus it has the potential to become a valuable resource to support their
educational communication and collaboration with their respective faculties. This paper
explores the significance of ICT in education especially in a language classroom.
Activities carried out were aimed at drawing the learners’ usage of Facebook and
Twitter in acquiring knowledge and learning in a language classroom. The
methodology employed was an experimental study using the social networking sites in
a language classroom which used questionnaire and in-depth interviews in collecting
the data. Since the data were on nominal scale, the mean and mode of the Statistical
Package for Social Science (SPSS) methods were used to compute and analyze the
stated hypotheses. In addition this research has successfully identified the advantages of
employing these new platforms in education and its potential issues for the betterment
of student learning.

Key words: Learning, Facebook, Twitter and Social network.

Introduction

Learning is multi-dimensional and in today’s highly advanced technological
environment there are more and more tools to assist general learning. The buzzword today
being ‘lifelong learning’, learners at all levels and of all ages must constantly adapt to
changes in the learning sphere. One major learning tool is the internet, which has expanded
by providing many powerful features and with such expansion; people have found that the
internet can be used to connect people instead of only seeking information giving rise to
social networking. The statistics for social networking users are startling the world over and
nationally. A relatively high percentage, 72% of total internet users in Malaysia and from the
comScore World Metric, found the social networking penetration in Malaysia was 66.6% in
December 2008. Research has also shown Facebook as the top social network followed by
Twitter which ranks as the 8" popular social network in Malaysia. In addition, the largest age
group of Facebook and Twitter users is seen as ranging from 18-24 consisting mostly of
teenagers and/or students. To have either of these accounts is free, easy and simple, thereby
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attracting teenagers and/or students. They tend to use Facebook and Twitter as a means of
gathering information, and for social networking with their friends through information
sharing.

Background

The development of social networking websites such as Facebook and Twitter are
becoming more popular among young adults especially the college and university students.
These social networking websites allow the students to share information, conduct online
discussions as well as have a direct live communication with their friends, family members
or even lecturers. Such attributes may facilitate collaborative reading and writing
(Warschauer and Kern, 2000). A lot of research findings have discussed the advantages of
using web technology such as blogs and Wikis. However there are not many studies done on
Facebook and Twitter to see whether these sites bring positive impact on English language
learning among college and university students. This is because English is an official second
language in Malaysia and it is widely used at every educational level.

Statement of the Problem

The development of social networking websites such as Facebook and Twitter are
becoming a cliché among young adults, a platform for them to share information. However,
there are not many studies done on these websites to see whether they will bring positive
impact on English language among college and university communities. Thus, this research
aims to explore the potential of using Facebook and Twitter as an educational platform other
than in the classroom for positive language learning. This study is crucial to serve as a
guideline for the education industry to investigate whether social networking sites will
interfere or facilitate language learning among social network users through the
understanding of the main impact of social networking sites on the language learning process
of users.

Objectives

The primary objective of conducting this research is to determine whether Facebook
and Twitter will interfere or facilitate language learning among both social network users
through the understanding of the main impact of social networking sites on language learning
process of users. Next, this research also helps to determine whether Facebook and Twitter
will help users of both social networking sites in improving communication and writing
skills through the activities and features that come with the sites.

Finally, the educational impact of Facebook and Twitter on users will be learned and
determined throughout this research. In other words, this research will help researchers to
identify whether Facebook and Twitter will provide the environment that will enhance users’
proficiency in language or distort their language learning process.
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Research questions

1. Do Facebook and Twitter lead to English language learning?

2. Do Facebook and Twitter improve communication and writing skills in English?

3. Do Facebook do Twitter really provide an environment for language learning?

4. How do Facebook and Twitter benefit UTAR students from the aspect of
language?

Significance of Study

This study is important to show that social networking sites such as Facebook and
Twitter can be one of the potential tools in encouraging language learning due to its many
advantages. Furthermore, this study will also prove that English language writing and
communication skills can be developed from the use of Facebook and Twitter. This research
will identify the advantages of using Facebook and Twitter as part of the language learning
tools and that these sites can be a source of guidelines for educators to adopt in teaching
students English language and literature.

Review of Sources

Williams and Chinn (2009) states that information technology literacy skills can
develop in an effective way in interdisciplinary settings and that by implementing
experiential learning activities, particularly the use of Web 2.0 technologies, it can improve
the involvement and engagement of “net generation” students in learning various disciplines.
The research was related to a sports management course. The main aim was to maximize
student involvement by letting students explore, reflect critically and engage in active
feedback. The use of web technologies such as Facebook sparked interest in the students,
leading to high energy and excitement in the classroom. Facebook helped in communication
with peers as well as in placing advertisements by location. Even in the evaluation of
assignments, the teaching fraternity’s support of using web technologies was seen. The
students had to research Web 2.0 tools and analyze the value of the tools in tandem with the
requirements of the assignments where individual and group grades were assigned
accordingly.

Tucker and Courts (2010) postulates that learning, ‘sharing and ownership of
knowledge’ is changing due to the widely diverse technologies available in higher
institutions of learning. Considered a ‘dazzling invention’ (Harkin, 2009), the net savvy
population today find the internet indispensable. Tucker and Courts found that students who
constantly turn to the net for information are also exposed to multimedia tools that facilitate
and enrich their learning experience within the four walls of the classroom. There are both
audio and video multimedia resources available and using audio resources helped in gaining
the interest and increasing participation of the students in the classroom. Subjects considered
to be previously boring became interesting overnight as instructors began to make use of
power point slides and other multimedia tools in the classroom. Although not a new concept,
the task of integrating technology into the classroom gives educators cutting edge methods
which make the fixed curriculum more acceptable to present day learners.
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The internet has created and encouraged new learning environments. Its evolution
from web 1.0 in the 1990s into Web 2.0 today highlights much collaboration and
interactivity (Enonbun, 2010). Enonbun posits that learning is an active process where the
learner, through the use of the five senses, look at meaning out of the information being
passed around. Being a primarily social activity, a chain of people such as teachers, students,
peers and so on are involved. Further in the discussion, Enonbun reports that Web 2.0
technologies, namely blogs, wikis, social networks are now a major student occupation, thus
demanding for instructors to constantly upgrade their technical skills and use them in
innovative ways.

Information now can be accessed almost instantly and students can learn at their own
pace as they solely control the direction and progress of their own learning. Enonbun further
elaborates that with the use of wikis, blogs, podcasts, social network and virtual spaces,
along with encouragement of instructors, assist in ensuring that learners from various ethnic
groups (due to the heterogeneous composition of the student population under study) have a
most conducive learning environment. On the other hand, Web 2.0 can limit resources which
are computer based, cast doubts on the integrity of the said work or materials, give rise to
plagiarism due to easy availability of various materials as well as increase the lack of privacy
as anyone (outside of the students’ (professors and peers) can see and evaluate what the
students have written or uploaded.

The SNAP (Social Networking for Academic Purposes) Platform developed at
Victoria University in Melbourne, Australia looks at the evolution of the social web which
encourages the formation and development of e-learning platforms that actively engage
learning communities. Kirkwood (2010) addresses a need for students to find a platform for
locating one another via learning groups with similar interests and needs. Although most
students spend too much time on Facebook for social networking purposes, they still need
avenues to engage in networking for academic reasons. Kirkwood believes that Web2.0
technologies and services have made online peer assisted learning a possibility. Learners
share their ideas and resources where they are expected to cooperate with one another
thereby encouraging the social aspect of learning where the learning is learner-driven. In the
personal learning environment, the instructor becomes a knowledge creator, mentor,
facilitator all rolled into one, allowing students to pursue their own learning strategies and
techniques, and that too, at their own pace.

More and more tertiary educators are encouraging open-ended, learner-centric,
flexible learning platforms, where students can utilize the many varied and innovative web
learning tools. In a research article by Hanson and Thomas (2009), the researchers are
concerned with how computers can transform the way people learn language using “socially
oriented” software. SNSs (Social Networking Sites) began to appeal to the younger
generation with the introduction of Friendster, MySpace and Facebook. In recent times
though, people have fallen out with Friendster and MySpace due to various social problems.
Facebook continues to be a hot favourite among various SNSs. Having said that, more and
more online communities that have sprouted over the last two decades are changing the ways
of communication among the populace. One popular concept is the ‘café’ styled concept
where the ambience of a real world café is recreated to encourage the establishment of a
global community of language learners. The boundaries between study and leisure, teacher
and learner start blurring, containing online communities of like-minded language learners.
The buddy-tutor roles can be played out in such communities, increasing the ease of learning.
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The various sources reveal a great tendency of looking at web tools and internet based
learning as not only favorable but impactful and desired.

Methodology

Questionnaires were designed to match the objectives and the research questions for
this research project. In collecting data for this research, the materials that are used include
demographic and background information on the usage of Facebook and Twitter during the
students’ learning and activities outside their classroom. It is followed by a series of
questions to find out users’ activities on Facebook and Twitter, the features that the users use
most often. Besides, the researchers would also like to explore the perceptions of the users on
these social networking sites in helping to improve the users’ English. For qualitative
approach, in depth-interviews with the students were conducted. Target participants were
interviewed because they have experienced using Facebook and Twitter in the ESP
classroom as a positive learning platform and vice versa. Thus, these in-depth interviews
based on the views and experiences of the students in the task have been more insightful.
These in-depth interviews allowed more meaningful follow—-up questions to be asked and
answered and resulted in more extensive findings. The collected data was analysed using the
SPSS mean and mode statistical approach.

The population for this research were all the year 3 semester 3, Accountancy and
Global Economics Studies students. These students’ age range is between 20 and 24. A total
of 143 students from a private university within the Kajang District of Selangor, University
Tunku Abdul Rahman (UTAR) was selected to undergo this study in order to obtain
noteworthy results. The Accountancy and Global Economics Studies students were chosen
because they have some exposure to the interaction via Face book and Twitter especially for
their Report writing class, whereby allowing the researchers to get authentic data from the
students. All the participants had passed their first year Business English and second year
English for Management subjects before pursuing Report Writing in their final year.
Therefore in terms of writing ability in English, these students were rated as good. Self-
administered questionnaires were considered for gathering data at the empirical level. A total
of 35 questions was administered to 143 students (84 females and 59 males) at UTAR, 58%
of the participants of whom were from the Accountancy course and 42% were from Global
Economic Studies. Information on the subject group is demonstrated in Table 1.

TABLE 1: INFORMATION ON THE SUBJECT GROUP

Variables | Number (N) | Percentage (%)
Gender

Female 84 59

Male 59 41

Total 143 100

Courses

Accountancy 83 58

Global Economics Studies 60 42

Total 143 100

161



INTERNATIONAL CONFERENCE ON APPLICATION OF INFORMATION AND COMMUNICATION TECHNOLOGY AND STATISTICS IN
EcoNomy AND EDUCATION (ICAICTSEE —2012), OcTOBER 5-6™,2012, UNWE, SOFIA, BULGARIA

Findings

TABLE 2: FACEBOOK AND TWITTER LEAD TOWARDS LANGUAGE LEARNING

Number | Features Percentage, %
(N)

1 Surfed Facebook and Twitter very often 80%

2 Language setting used (English) 95%

3 Facebook’s and Twitter’s spellcheck able 40%

to improve user’s grammar

4 Facebook and Twitter are able to 45%
enhance their language learning

5 Facebook and Twitter are helpful 78%

6 Facebook and Twitter help their diversity 50%
of vocabulary

7 Facebook and Twitter have strengthened 60%
English language learning in many ways

Table 2 above shows that 80% of students surfed Facebook and Twitter very often. In
terms of language setting used, 95% of them preferred to use English settings in their
Facebook and Twitter accounts. In addition, “spellcheck” facility in Facebook and Twitter
had improved users’ grammar holistically with a total 40% positive response. This led to
45% respondents stating that Facebook and Twitter are able to enhance their language
learning. From the findings, 78% of the respondents also claimed that Facebook and Twitter
are helpful in the sense that both social networks are able to serve as a platform for them to
explore English language learning. The usage of English on Facebook and Twitter also
helped to expand their vocabulary range. 60% stated that their English language skills were
strengthened through learning vocabulary from their friends, reading the articles posted by
friends, and participating in English language learning games. In short Facebook and Twitter
do lead to positive language learning.
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TABLE 3: A SUMMARY OF PERCENTAGE SCORE OF THE ACTIVITIES USERS HAVE
CONDUCTED ON FACEBOOK AND TWITTER

Number (N) Features Percentage %
1 Have updated their status or posted 45%
comments occasionally

2 Have pointed out grammatical errors made 60%
by their friends or other users a few times

3 Have supported that by using Facebook and 55%
Twitter, it will enhance users’
communication and writing skills in

English

4 Have checked their spelling before posting 55%
or tweeting

5 Have referred to dictionary to check the 35%

meaning occasionally

6 Have used abbreviated words but did not 94%
apply the same practice in their other work

Based on Table 3 above, 45% of the respondents had chosen to update their status or
posted comments occasionally on Facebook and Twitter. It suggests that the majority of
UTAR students are likely to publish their statuses or comments in English. In relation to
language learning, 60% declared that they had pointed out grammatical errors made by their
friends or other users a few times. The result shows that the majority of UTAR students are
helpful in promoting the correct way to use English to users who had posted statuses or
comments. Furthermore, 55% of the respondents supported that using Facebook and Twitter
will enhance users’” communication and writing skills in English because 55% of the
respondents check their spelling before posting or tweeting. Thus, most of the respondents
are concerned about their spelling accuracy. However only 35% has referred to the
dictionary to check the meaning occasionally. Although 80% of the respondents usually used
abbreviated words, among them, 94% did not apply the same practice in their other work.

The respondents reported that they rarely use abbreviated words in assignments and
exam scripts. This shows that the users are able to switch their mind and apply different sets
of words to cater to their purpose and to the occasion. Thus, most of the students are able to
communicate in proper language despite the frequent use of abbreviations in social network.
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TABLE 4: SUMMARY OF THE MEAN SCORES OF THE PREFERRED ACTIVITIES ON FACEBOOK AND TWITTER

Number (N) | Features Ranking Ranking
(Mode) (Mean)
1 Users prefer to check messages, tweets 1 2.05
or notifications when they are surfing
the site
2 Users prefer to check their friends’ 2 34

activities or information

3 Users prefer to view photos or videos 3 3.9
posted by friends

4 Users prefer to chat 4 4
5 Users prefer to update personal statues 5 4.55
6 Users prefer to share articles, videos, 6 55

news, URL links etc

7 Users prefer to play games 7 6.15

8 Users prefer to send emails 8 6.4

Table 4 above shows that users prefer to check messages, tweets or notifications when
they are surfing the site. This showed up as the lowest mean score of 2.05. Next, they prefer
to check their friends’ activities or information which showed the mean score of 3.4,
followed by viewing photos or videos posted by friends with a mean score of 3.9 to keep
them updated with their friends’ most recent activities. Thus, the top three general uses of
Facebook and Twitter are checking notification, friends’ activities and viewing photos and
video.

Discussion

It has been noted that students agreed that Facebook and Twitter should be
incorporated as learning tools for language learning as shown in Table 2. Facebook and
Twitter do lead to positive language learning. Based on the interviews conducted, students
stated that activities through social media are very interesting and it makes learning easier
besides helping them improve their communication. Thus, making Facebook and Twitter as
learning tools is claimed to be fun and it is welcomed by the students.

It is proven that Facebook and Twitter are used widely to communicate in English as
shown in Table 3. There are various activities preferred by the students and most importantly
everything leads to positive language learning. Thus the students do improve tremendously
in their language as well as their writing skills.

The students also claimed that they do learn and improve their language from the
preferred activities on Facebook and Twitter as shown in Table 4. It is in fact a learning
process when they check messages, tweets or notifications while surfing the sites. Besides,
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the students also confirmed that they learn new sets of vocabulary when they check their
friends’ activities or updates.

Findings showed results that meet these research objectives. This is because students
are very open to the usage of Facebook and other social networks to support classroom
activities. With the features on Facebook and Twitter, they can enhance classroom discussion
and make it more interesting. According to Thurairaj and Roy (2012), besides keeping in
mind that the teaching materials should help their students to master the language, teachers
also have to make sure that the teaching materials are interesting. Thus activities trough
Facebook and Twitter will definitely be more interesting in nature to enhance positive
language learning.

Conclusion

This research has shown positive results of using Facebook and Twitter as a platform
to engage in English language learning. Besides, it fulfills all the objectives where Facebook
and Twitter can lead to English language learning because most of the students think that it
will be able to diversify their vocabulary. Besides, it was found that Facebook and Twitter
improved the communication and writing skills in English as most of the respondents use the
spell check program for errors. Since most of the respondents are very open to the usage of
Facebook and Twitter to support classroom activities, Facebook and Twitter should be used
extensively in the classroom. That way it can provide an environment for language learning.
It is mentioned that human learning is a complex phenomenon and learning processes among
individual students are never identical (Thurairaj et al., 2010). Hence instructors should vary
their teaching methods. In brief, it is possible to implement this idea to improve the English
proficiency level of the nations. It is undeniable that Facebook and Twitter could make
language learning pleasurable. However, time is needed to find people with good command
of the language who are willing to share their knowledge on Facebook and Twitter. Besides,
we also need to ensure that everyone who is in sync with this idea will give full support so
that social networking sites can remain as dynamic language learning platforms for students.

References

1. Aydin, S. 2012. A review of research on Facebook as an educational. Educational Communications
and Technology .

2. Drouin, M. 2010. College students’ text messaging, use of textese and literacy skills. Journal of
Computer Assisted Learning , 67-75.

3. Enonbun, O., 2010. Constructivism and web 2.0 in the emerging learning era: A global perspective.
Journal of Strategic Innovation and Sustainability 6 (4), 17-27.

4. Fodeman, D. &. 2009. The impact of Facebook on our students. Teacher Librarian , 36-40.

5. Geraldine Blattner, M. F. 2009. Facebook in the Language Classroom: . Instructional Technology
and Distance Learning (ITDL) , 17-28.

6. Harkin,J 2009, May 4. Caught in the net. New Statesman, 138(4947), 20-26. Retrieved 28
November 2012 from http://www.newstatesman.com/world-affairs/2009/05/online-information-
feedback

7. Harrison, R. & Thomas, M., 2009. Identity in online communities: Social networking sites and
language learning. International Journal of Emerging Technologies and Society 7 (2), 109-124.

165



INTERNATIONAL CONFERENCE ON APPLICATION OF INFORMATION AND COMMUNICATION TECHNOLOGY AND STATISTICS IN

EcoNomy AND EDUCATION (ICAICTSEE —2012), OcTOBER 5-6™,2012, UNWE, SOFIA, BULGARIA

10.

11.

12.

13.
14.

15.

16.

17.

18.

Kabilan, M. K., Ahmad, N., & Abidin, M. J. Z. 2010. Facebook: An online environment for
learning of English in institutions of higher education? The Internet and Higher Education, 13(4),
179-187.

Kirkwood, K., 2010. The SNAP platform: Social networking for academic purposes. Campus Wide
Information Systems 27 (3), 118-126.

Lim Yung Hui, 2009. Snapshot of social networking in Malaysia. Grey Review The Social Web
Journal. Retrieved 1 November 2012 from http://www.greyreview.com/2009/07/28/snapshot-of-
social-networking-in-malaysia/

Madge, C. M., 2000. Facebook, social integration and informal learning at university: ‘It is more
for socialising and talking to friends about work than for actually doing work’. Learning, Media &
Technology , 141-155.

Melor Md Yunus, H. S. 2012. Integrating Social Networking Tools into ESL Writing Classroom:.
English Language Teaching , 42-48.

Queirolo, J. 2009. Is Facebook as good as face-to-face? Learning & Leading with Technology , 8-9.
Thurairaj, S. , Mangalam, C. and Marimuthu, M., 2010. Reflection on Multiple Intelligences.
International Journal of African Studies, 3, 16-25.

Thurairaj, S. and Roy,S.S., 2012. Teachers’ Emotions in ELT Material Design. International
Journal of Social Science and Humanity, 2(3), 232-236.

Tucker, J. & Courts, B., July 2010. Utilizing the internet to facilitate classroom learning. Journal of
College Teaching and Learning 7 (7), 37-43.

Warschauer, M., & Kern, R. 2000. Network-based language teaching: Theory and practice.
Cambridge, England: Cambridge University Press.

Williams, J. & Chinn, S. J., 2009. Using web 2.0 to support the active learning experience. Journal
of Information Systems Education 20 (2), 165-174.

166



INTERNATIONAL CONFERENCE ON APPLICATION OF INFORMATION AND COMMUNICATION TECHNOLOGY AND STATISTICS IN
EcoNomy AND EDUCATION (ICAICTSEE —2012), OcTOBER 5-6™,2012, UNWE, SOFIA, BULGARIA

Price policy model at the modern shadow market of
information technologies

Serghei Ohrimenco, Agop Sarkisian, Grigory Borta

1 Introduction

The topic of underground market of modern information technologies processes
modeling, including price policy model, is poorly studied nowadays even though research in
this domain is crucial not only to the “official” market, but to the information security
experts as well. That is the main reason behind the necessity to discuss the problems of
shadow market of information technologies in general, and more specifically the
mathematical models behind it.

It is also important to note the fact that this work is a logical follow-up to a number of
works performed by the authors and published in the papers.

2 Designation of the main domains of shadow market of information and
communication technologies

Shadow economics of certain economical domains (and even countries, regions)
traditionally were the subject of economic research. Economics, statistics, law and sociology
experts propose a substantial number of definitions which to some degree reflect the state of
things in the field unaccounted for at the governmental level. The most common words used
to denote this economical activity are “shadow”, “criminal”, “underground”, “intangible”,
“parallel”, “grey”, “black”, and others. It is important to note the fact that “black” economy
is the most autonomous from the legal one, since it produces and consumes the goods that
are officially prohibited.

Further we will try to define this economical domain, its structure, objective reasons
of its existence, and hypothetical consequences.

We consider that under the term “shadow information economics” one should
understand all the individual and collective unlawful activity, related to design, production,
distribution, support, and use of components of information and communication technologies
that is hidden from society. In other words, shadow information economics is all the criminal
information products, services and processes based on IT or using IT. The main economical
elements of this domain are unlawful economical relationships, illegal business, which is
related to production, distribution and use of prohibited goods and services, sphere of illegal
employment. It is important to note the fact that this kind of economics merges unlawful
goods and services production, prohibited by national legislations, unlawful sale and
purchase of goods and services, and consume of aforementioned unlawful goods and
services. Therefore, we can conclude that the main reason of shadow economics existence is
a set of conditions that makes it profitable to conduct unlawful activity in the domain of
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information technologies. Generalized structure model of shadow information economics is
represented on fig.1.

Fig. 1. Generalized structure of the shadow information economics

Let’s analyze the subject of shadow information economics in more detail.

First of all, the term is related to a large number of products, that are sold at “black”,
or “parallel” market of information and communication technologies. The most common
among them are the following:

e Development and modification of a large range of specialized software;

e Spyware devices, such as key and electromagnetic impulse loggers, skimmers,
wired and wireless sniffing devices.

e Technologies of production and counterfeiting of plastic cards

e  Pirating software
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Among the most distinct categories of malware we would like to note the following ones:

Viruses — recently a new kind of viruses started to surface and attract more and
more attention. The most common term used to describe them is cyber weapons.
The most well-known representatives of this class of malware are Stuxnet, Flame,
and DuQu. Their features, ways of spread, malicious activity and payloads differ,
but all of them are speculated to have the same origins.
Spyware — this category may be represented by both software and hardware spies.
The cost common examples of the latter are wireless sniffing devices,
electromagnetic impulse loggers, etc.
Trojan horses — due to human factor, this type of malware still remains one of the
burning issues of the day.
Fraudware — also known as rouge security software; is a comparatively recent
addition to the malware family. It misleads the user into thinking that it is an
anitivirus, while indeed it fakes antivirus activity, such as simulates malware
removal, real-time protection, etc.
Worms — one of the first types of malware in existence is still viable today, though
to a smaller extent than before.
Adware — one of the recent additions to the shadow information market.
Crimeware — is the type of malware specifically designed to help cybercrime.

One of the most important recent trends is the fact that malware targets mobile

devices more and more. Another distinct feature is malware behavior model: it tends to use
computer’s (or mobile device’s) calculating power in order to spread, send spam, conduct
DDosS attacks and steals private data rather than tries to cause device malfunction.

The main group of products employed at the shadow information market is

represented on fig.2.

Second, this is a large set of criminal services, which is recently often denoted as

“Crime as a Service”. This kind of service may be used to gain unauthorized access to
informational resources, etc.

The most common services of the domain are the following ones:
Analytics, including search and research of vulnerabilities, market and legislation
analysis, etc.
Identity theft, such as interception and capture of identification information, credit
card data, logins, passwords.
Spam
Phishing
Farming
Extortion
Sabotage
Terrorism
Piracy
Proxy servers rental
DosS attacks
Money laundering, using information technologies
Botnet creation and rental
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The structure of services, provided at the shadow information economics market is

represented on fig.3.

Software ~ Malware

~ Virus
- Exploit - - Adiware
Scareware
Worm ~ Fraudware -
—~— ¢ Trojan - Proxy -
- Crimeware - .
: ~ © Botnet < o B
" Jc Spyware < —
o Logging and *
(" sniffing ‘
_ devices
b Card

" Skimmers/Readers )

Hardware

Products employed at the shadow information market.

Fig. 2.
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e .

- Software

Fig. 3. Services, provided at the shadow information economics market.

3 The main directions of research

According to our opinion, the main strategic subject of research in this domain should be the
mechanisms of interaction between the participants of this segment of shadow information
market. They may be related to:

Distribution of goods and services belonging to the shadow information market
Shaping of demand and supply for goods and services

Analyzing and choosing a business model

Establishing a price policy

Competition
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New participants appearance

Elimination of participants who failed in the competition struggle, etc.

This research should provide a solution to the following practical problems:
Determination and definition of the main distinctive features and properties of
shadow products and services.

Development of mathematical models of interactions between developers,
producers, distributors, and users of “shadow” goods and services

Research of the mechanisms of shadow goods and services market participants
interaction.

It is also important to note the fact that the process of price establishment for the “shadow”
goods and services has a very important and substantial role for the “shadow” market,
because a fast-paced price change and speculative character of use of these changes are
noted. Some of the prices are represented in table.1.

Table 2. Vulnerability cost depending on the software.

Software product Vulnerability cost
1 Adobe Reader $5,000 - $30,000
2 MAC OSX $20,000 - $50,000
3 Android $30,000 - $60,000
4 Flash or Java Browser | $40,000 - $100,000
Plug-ins
5 Microsoft Word $50,000 - $100,000
6 Windows $60,000 - $120,000
7 Firefox or Safari $60,000 - $150,000
8 Chrome or Internet | $80,000 - $200,000
Explorer
9 10S $100,000 - $250,000

The following factors are to be taken into consideration when a model is developed:

Aspiration of a seller (distributor, intermediary) to sell their product and for the
consumer to buy it

The market is characterized by presence of active and inactive participants

Seller might offer a good that he is inexperienced to use and unaware of its
realization

Seller and buyer might not know anything about each other, or know very little.

Price policy model

Let’s have a look at a hypothetical economic and mathematic price policy model for an
exploit. Preliminary expenses would be as follows:

Market analysis, including available operation systems, software products, their
diversity, popularity, etc.
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e Software analysis, including different version popularity, patch frequency and

availability, operation system and software architecture, etc.

o Vulnerability analysis, including exploitation possibility and difficulty, etc.

Here are some of the additional conditions:

1. Exploited product popularity — vulnerability prices represented on figure 4 are for

the most part due to popularity of the software product under consideration.

2. Zero Day status

3. Exclusiveness — if the vulnerability is being sold to a single buyer, it will surely cost

much more.

4. Currency of exploited product version — vulnerabilities that are fixed in newer
versions of a product cost less, even if they are not known or published to the public.
Exploit stability
Application vector — the less actions the victim has to perform, the better
7. Market saturation — obviously, in some countries there are more researchers than in

the others. In digital world borders may not be that obvious, but some of the hackers

tend to sell their vulnerabilities only to the buyers originating from their own
country. That said, in some countries bugs are cheaper than in the others. A good
example of a saturated vulnerability market is China

8. Time between launch and response — less actual nowadays than before.

ou

Suppose, that “urgency” of an exploit changes with a constant pace of u, if at some
point in time t a vendor has @(t) of this product available, then in an interval of time
[t.t + At] the “urgency” will go down to u@ (£} + olat),

Sales price is constant and equals c. Then, a flow of buyers will be an exponential
arrivals with intensity A(c), and in At time, A(c) At buyers will buy an amount of goods
equaling @, Alc)at + olat),

Hence,

(1) Q) — @t + At) = uQ(t)At + a;A(c)At + o(At)

Dividing by At and limiting transition Af — 0, we get the following differential
equation:

dgie) _
@ 2= 4Q(t) - ayA(c)

That needs to be solved with a base condition @0} = @,

The solution to the equation would look like this:

@ Q) = (@ + 22D ewe 21 -

i

0

The salesperson tends to sell his or her exploits (or other malicious software) in the shortest
term possible. Let’s mark this point in time as T, which gives us the following condition:

@ (0 +222)emur 22D _ g

This gives us the sales price:
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The sale price for linear approximation:

© Al)= Ag— 2,

o

This gives us:

() Aot Ay — A =—ER

. (afT—1)

This, in turn, gives us:

_ A py
®) €= c'}(l—l_f_.-l._rr._':s':T—l})

Then, sales receipt would be as follows:

T
aiT—q

‘;I'I:l o
© 5= aedr = (1432~ )

If the exploits were purchased via intermediaries to be later sold for their wholesale prices,
which we assume to be d, the gain would be estimated as follows:

a ] 2,T

The maximum amount of income being:

_ A uT Z Ay, I:E|""T—1:|z
(11) Fnax = |:cl} (1 + f) T d] 24 Te,

Similar methods may be applied to calculations of botnet functioning efficiency, the
latter being one of the most common constituent of shadow information economics.

The struggle against botnets is conducted strategically incorrect, as stated in [1].
Measures taken might shut down a single zombified network or even just its part, while the
others remain up and running, and the overall amount of spam doesn’t decrease significantly.
This can be explained by the fact that all the botnet creators have large amounts of reserve
productivity. The reserve can easily be brought to service and the time interval may be as
short as the time needed to sign a new contract. This kind of actions may be performed in
incredibly short terms, and may be determined only by the economical degree of contract
elaboration.
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Presence of this amount of surplus productivity greatly reduces the efficiency of end-
user means of protection for the workstations, such as antivirus, firewall, etc. Another
problem arising is the inefficiency of struggle against botnet control centers. A lot of
researches share the opinion on the fact that one of the weakest spots in a botnet is service
sales.

4 Conclusion

The main conclusion of this paper is development of a strategy that will propose a solution to
the shadow information economics market. The following principles would lie at the basis of
the strategy:

e Improvement of legislative base of economic regulation aiming to create conditions
that will decrease profitability of unlawful activity to the point where it will not
make sense to conduct any.

e Development of a state-level partnership aiming at lowering the level of shadow
information economics.

e Creation of a set of new workplaces, tax system reformation, making it much more
restrictive in the domain of money laundering, toughening the struggle against
corruption.

References

1. Chiesa, Raoul. Cybercrime & underground economy: operating and business model. Flare Network.
[Online] July 1, 2010. [Cited: July 22, 2012.]
http://imww.flarenetwork.org/report/enquiries/article/cybercrime_and_underground_economy_opera
ting_and_business_model.htm.

2. Chiesa, Raoul . Cybercrime: reasons, evolution of the players and an analysis of their modus
operandi. Bright. [Online] July 1, 2010.
http://flarenetwork.org/report/enquiries/article/cybercrime_reasons_evolution_of _the_players_and_
an_analysis_of_their_modus_operandi.htm.

3. Greenberg, Andy. Meet The Hackers Who Sell Spies The Tools To Crack Your PC (And Get Paid
Six-Figure  Fees). Forbes. [Online] March 21, 2012. [Cited: June 21, 2012]
http://mww.forbes.com/sites/andygreenberg/2012/03/21/meet-the-hackers-who-sell-spies-the-tools-
to-crack-your-pc-and-get-paid-six-figure-fees/.

4. Greenberg, Andy. Shopping For Zero-Days: A Price List For Hackers' Secret Software Exploits.
Forbes. [Online] March 23, 2012. [Cited: July 20, 2012.]
http://www.forbes.com/sites/andygreenberg/2012/03/23/shopping-for-zero-days-an-price-list-for-
hackers-secret-software-exploits/.

5. Richardson, Robert J. Monitoring Sale Transactions for Illegal Activity. IIMA online . [Online]
2006. http://www.iima.org/CIIMA/13%20CIIMA%206-1%20105-114%20Richardson.pdf.

6. Zorz, Zeljka. How much does a 0-day vulnerability cost? Help Net Security. [Online] March 26,
2012. [Cited: July 20, 2012.] http://www.net-security.org/secworld.php?id=12652.

7. ®enoros, H.H. Boruets! mpouserator. SecurityLab. [Online] August 26, 2012. [Cited: September
10, 2012.] http://www.securitylab.ru/blog/company/infowatch/23945.php.

175



INTERNATIONAL CONFERENCE ON APPLICATION OF INFORMATION AND COMMUNICATION TECHNOLOGY AND STATISTICS IN
EcoNomy AND EDUCATION (ICAICTSEE —2012), OcTOBER 5-6™,2012, UNWE, SOFIA, BULGARIA

8. Curry, Sam and Williams, Amrit. The Economics of Cybercrime and the “Law of Malware
Probability”. RSA. [Online] [Cited: September 10, 2012.]
http://www.rsa.com/blog/pdfs/economics_cybercrime.pdf.

9. EOpT3, FpI/II"OpI/Iﬁ I/ICCJ'[e,HOBaHI/Ie JKU3HCHHOT'O IUKJIa BpEAOHOCHOT'O IMPOTPpaMMHOTO obecrieueHus..
laboratory  of  Information  Security. [Online] [Cited:  September 10, 2012]
http://security.ase.md/materials/publications/index.html?artNr=6.

10. Sarkisyan Agop, Ohrimenco Sergey. Training Higher Education Degrees Specialists in the Field of
Information Security. Laboratory of Information Security. [Online] [Cited: September 10, 2012.]
http://security.ase.md/materials/publications/index.html?artNr=15.

11. bBopts, I'puropuii. TeneBas WudopmammonHas OxoHomuka. Laboratory of Information
Security.[Online][Cited:September10,2012.]
http://www.security.ase.md/materials/si2011/Security_inform_2011_Pages_94_-_96.pdf.

12. Valentino-Devries, Jennifer, Sonne, Paul and Malas, Nour. U.S. Firm Acknowledges Syria Uses Its
Gear to Block Web . The Wall Street Journal. [Online] October 29, 2011. [Cited: July 20, 2012.]
http://online.wsj.com/article/SB10001424052970203687504577001911398596328.html.

13. Cunnos, Amnekceir. CromMocTh 3KcIUIOiTa... SecurityLab. [Online] June 21, 2012. [Cited:
September 10, 2012.] http://www.securitylab.ru/blog/personal/asintsov/23097.php.

14. Oxpumenko, Cepreii and Capkucsia, Arom. [lomnonpHas mH(OpMannoHHas HHAyCTpHs. The
Bulletin of Transport and Industry Economics. Xapkis : N 29, 2010, p.19-22.

15. Ohrimenco Serghei, Harbu Eduard, Borta Grigorii, Sclifos Constantin, Solonenco Oleg,
Levandovsky Vlad, Storoj Oxana, Pavlova Lilia. Information security in SMB. Management and
Production Engineering. Bielsko-Biala : 2012.pp 203-220.

16. Boehme, Rainer. Vulnerability Markets. What is the economic value of a zero-day exploit?
[Online] http://events.ccc.de/congress/2005/fahrplan/attachments/542-
Boehme2005_22C3_VulnerabilityMarkets.pdf

17. Oxpumenko, Cepreit and Capkucss, Aron. Cenuectuar [asap va Madpomannonan TexHOMOTHH.
[punoxxna nHGOPMATHKA U CTATUCTHKA -CHBPEMEHHHU MOIXOIU M METOIU. MeXIyHapoJHa HaydHa
koHpepenus. 25-26 cenremspu 2009, Pasna, ¢.131-138.

18. Oxpumenko, Cepreii and CapxucsiH, Arom. Oxocucrema HMHdopmannonuoii besonacHocTH.
//C”beeMeHHI/I HU3MEPCHHUA Ha TbHProBCKUA OusHec. KOMyHI/IKaL[PIH MEXAY HayKa M IHpaKTHKa.
IO6uneiiHa HaydHONpaKTHYeCKa KOH(GEPEHIUs ¢ MEXIyHapomHo y4actue. 12-13 wmait 2011 r. ,
Caumios, ¢.31-36.

176



INTERNATIONAL CONFERENCE ON APPLICATION OF INFORMATION AND COMMUNICATION TECHNOLOGY AND STATISTICS IN
EcoNomy AND EDUCATION (ICAICTSEE —2012), OcTOBER 5-6™,2012, UNWE, SOFIA, BULGARIA

Automation of the system of internal control -
reasonableness of the solution
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Abstract. This article addresses the issue of internal control and expediency automation
of system of internal control. It is realized the analysis of options for building an
automated system of internal control, including the most popular information systems.
The paper evaluated the difficulties that may arise in the process of automation, and
also highlights factors that should be paid special attention in selecting solutions for
automation of the internal control. At the end of are marked benefits of the
implementation of information systems of internal control.

Keywords: automation, internal control, risk management, monitoring.

Internal control is always present in activity of companies, often informally and
unconsciously. The increasing complexity of management in companies led to a
complication of internal control and the fall of its effectiveness using informal or poorly
organized approach.

Inspection and testing of controls, formation reporting on internal control is labor-
intensive processes, which are time-consuming. Documented and implemented approach to
organization of internal control system can be optimized to reduce time spent on repetitive
tasks.

The internal control system is most effective when the control is built into the
infrastructure of the company and is part of its core business. Execution of actions, provided
by the system of internal control, ensures that all transactions are recorded in accordance
with the requirements. Development of the system of internal control includes the
performance of action for integrating the components of internal control in all business
processes related to financial reporting, operation activity, training, asset management and
the use of automated systems.

Information technology is a critical element in supporting reliable and effective
system of internal control, taking into account the quickly cost recovery on information
systems and equipment, as well as the costs and risks related to failure to automate control
procedures.

Automation of internal control - is a phenomenon, that gaining more popularity in
modern market and providing a business efficiency. It should be noted that automation of
internal control does not resolve organizational problems, but is only a tool to reduce labor
costs.
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Necessity of automation caused by the fact that to satisfy the requirements of COSO
(The Committee of Sponsoring Organizations of the Treadway Commission) need to control
the risks of all business processes, which is very time-consuming and expensive to do
without the implementation and use of integrated information systems for management and
control. Automated system should provide assistance in monitoring the changes of the
control environment, analysis and evaluation of internal control.

The competent automation system of internal control allows you to effectively
manage risks of the company and control them. This process involves the creation of the
logical and the information structure for risk management, and only then automation. Note
the following options for the construction of an automated system of internal control:

e development and design own system - independent automation, or attraction to

this process of third-party developers;

e implementation of existing solutions to automate the systems of internal control;

e building on the existing integrated information system.

Should take into account that every company has historically set of various systems
and applications. This factor must be taken into account, not only in creation of a common
information space, but also in the automation of internal controls.

In choosing solutions for the automation of internal controls is necessary to generate
functional requirements for the system, the package of general and technical requirements,
security and monitoring requirements, requirements for integration and interoperability with
existing IT infrastructure of the company.

There are many opportunities and solutions for the automation of internal controls.
These opportunities can vary depending on the analysis tools, on the implementation of
flexible solution and continuous monitoring, implementation of complex integrated systems,
and that much important - return on investment.

Among the most popular solutions for automation systems of internal control are:

e Microsoft Office Solution Accelerator for Sarbanes-Oxley (MOSASQO), operates

on a technological platform of Microsoft;

e modulus of Oracle Internal Controls Manager, part of the Oracle E-Business Suite.
Module integrates into a single system components of internal control, which are
responsible for documentation, testing, and monitoring of internal controls and
compliance with legal requirements;

e the solution of SAP Management of Internal Controls, representing a logical
combination of different mechanisms SAP to build an automated system of
internal controls;

e the solution of Workplace for Business Controls and Reporting, IBM, allowing
company to optimize the control of financial indicators. This solution increases the
transparency of the systems of internal control and business processes, allowing
companies to more accurately comply with all legal requirements;

e solution Microsoft SharePoint Portal Server, directed at implementation of the law
Sarbanes-Oxley, by creating single information space, workflow and tools for
monitoring and control;

e solution Sarbanes-Oxley Corporate Assessment Accelerator, developed by
Mercury, allows directories of business processes, control objectives, risks,
control procedures to reduce the risks of misstatement of the financial reporting
and to create different types of reports;
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e solution Compliancy's Internal Control Management (ICM) provides automation
and risk management in the company, control and analysis of compliance.
Structure of reduction the cost of implementation of the system of internal control and
improving the effectiveness of controls with reflection of return on investment is shown in
Fig. 1.

<

DIRECTION OF REDUCING THE COST OF CONTROL

AUTOMATION OF ORGANIZATION REASEJ$§IEAAANIEI\$TS
SYSTEM OF OF SYSTEM OF i INTERNAL
INTERNAL INTERNAL SerbanesOey AUDIT
CONTROL CONTROL o

¢

DIRECTIONS OF INCREASING EFFICIENCY OF CONTROL MECHANISM
Fig. 1. Direction of increasing the effectiveness of controls.

Necessary to note that the automation of control mechanisms will not only reduce
labor costs and the cost of time, quickly analyze and assess the current and potential risks,
but will also provide the company's management and reliable information in real time about
the state of the system of internal control.

It should be noted that the choice between manual and automated control procedures
are preferred automation, due to the fact that this type of control is more effective and
efficient, less susceptible to manipulation and reduce the likelihood of errors, independent of
human factors.

According to the report about of investigation «Thinking outside the SOX box» of
"Ernst & Young", in April 2011, only 3% percent of managers to fully automate most of the
key control functions. Over a third of managers noted the use of more than 1,000 controls,
and 21% on an ongoing basis using advanced information technologies for the analysis and
coordination of activities to ensure compliance with the Sarbanes-Oxley Act.

In process of the automation of systems of internal control may encounter the
following difficulties:

e the need to build a conceptual model of internal control in conjunction with the

development of technical specifications for the information system;

e consolidation of indicators of the effectiveness of internal controls for the

companies having branch network, build related reporting;

o lack of skills, experience and knowledge of the staff in the company in the domain

of internal control for participation in the project of automation;
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o the need for employees to rethink their activities in terms of risk and

implementation.

Automated system of internal control and risk management must include an element
of modeling of processes or integrated with the system of business process simulation. This
factor will allow to analyze changes in the business processes of the company and to evaluate
emerging risks, the need to change the control and monitoring procedures. It is important to
ensure ongoing control and monitoring of the execution of control procedures not only
automated, but manual.

Automated system of internal control should combine into one system all the
components of internal control, such as documentation, monitoring, testing, assessment and
reporting, provide the ability to actively monitor the internal control processes of business in
real time, and to promptly report about the state of the system of internal control and the
need for corrective action to correct deficiencies.

In selecting solutions for the automation system of internal controls must take into
account the following factors:

¢ the ability to integrate with existing in company systems and applications;

o scalability and flexibility;

o efficiency of information exchange;
simplicity to use;
visibility of results;
versatility as applicable to their system of performance, control, planning;
reducing the cost of controls and eliminating duplication.

Automation of monitoring of internal controls provides efficiency and improved IT
management, allowing you to more effectively analyze user behavior in the IT infrastructure,
to monitor any changes, to ensure compliance with information security requirements, to
control violations and generate the appropriate reports. Automation of processes of testing
network equipment for compliance with approved policies also can significantly increase the
overall level of information security and the effectiveness of control.

Process of automation of internal controls should provide the following capabilities:

o analysis of the completeness of control and benchmarking in business processes;

e capacity planning and test management of controls;

e optimization of workflow and centralized access to all documents;

e use of effective analytical tools and techniques for early warning for risk
management;
ensuring with more accurate information;

e monitoring of access to data to ensure control over leakage and distortion of data;

e improving the exchange of information about the risks and the critical parameters

of the company's activity;

o formation of different statements relating to internal control, using powerful

analytical tools and convenient tools;

e ensuring transparency of corporate processes, reporting, risk management and

system of internal control.

Application of an automated approach to internal control provides senior management
an adequate tool for the analysis and evaluation of factors that may affect the reliability of
financial reporting, effectiveness and efficiency of operations, compliance with laws.
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Optimization of internal control determines the motion of company from management
issues of the actual results to preventive management, providing information in real time and
providing continuously monitor the state of control procedures thus preventing possible
problems.

Automation of internal control is the key to achieving the highest level of maturity of
the system of internal control. This process aims at improving the effectiveness of control
procedures and their monitoring in carrying out of business processes.
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Intruduction

Testing any real-world project is a task than cannot be fully done, due to the
permanently changing external environment. Management of any system needs to take into
account this knowledge and estimate any failure than can happen and would cost a lot in case
of its occurrence.

Risk based testing is a testing strategy based on determining potential risks and testing
parts of the project that has higher probability of failure and higher financial losses.

It is very important to determine the acceptable level of project quality and to confirm
that risks remained after testing are acceptable to the business.

Risk is a probability of appearance of any event or condition that can negatively
impact the project.

Risk based testing can be done in two main directions:

- Product quality risks — can make negative output on product itself.

- Planning risks — can have negative influence on overall project.

To start effective risk based testing it is important to estimate every risk and to start
testing that parts that have higher risk severity and priority.

Risk-Based testing process

Any testing process is staring with identifying main goals and testing aids. In case of
risk based testing we can say that main goal is improving product quality by determining all
risks and reducing probability of their appearance. Testing process can consist of next steps.

- Making list of risks and identifying their priority.

- Producing tests oriented to research of each risk.

- In case of new risk appearance testing scope is updating and new tests are

producing.

This process will stop in case if required quality level is achieved (Fig.1. “risk-based
testing process”).

All risks should be linked to specific product specifications. If any specification
doesn’t have any risk it is necessary to find out why. It can be that functionality is of low
importance. Or functionality can be little-known and it is impossible to identify any risks. In
second case QA engineer has to examine mentioned functionality to find risks.
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Fig.1. “Risk-based testing process”

First step “Making list of risks” is more important than the other steps. The process of
risk identifying and analyzing consist of some more steps.

1.1dentifying the quality risk analysis team.

2.Selecting an analising method (informal analyzing, according to 1SO 9126, cost of
failure, detailed risk effect etc.).

3.1dentifying the quality risks: prioritizing, selecting appropriate risk mitigation
actions. It may include also reviews of requirements, design, code, programming
techniques and other documents. If such problems were identified they should be
immediately resolved.

4.Review, revise, and finalize the quality risk analysis document.

Thereby testing scope and man-hours will change from one release to other. It is
important to mention that in reality not only absence of new important risks can stop testing
process. There can be many other reasons, for example:

- The most important bugs and first-priority risks were fixed;

- Delivery date is too close;

- Budget was used up;

- Project is no more in use, etc.

Risks identification

Not all risks are equal and there are a number of ways to assess the level of risk. So,
it’s very important to know how to identify risks, to assess their level, to implement
appropriate tests and other controls, and to report test results based on risk. Risk
identification involves collecting information about the project and classifying it to
determine the amount of potential risk in the test phase and in production.

The first thing we should do during risk-based testing is to priorities all risks.
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Priority (urgency of the risk). The level of priority indicates whether the risk must be
tested or can be postponed to next releases. The priority status is set based on the customer
requirements. Priority might change according to schedule, requirements and test plan.

Priority should be set and should reflect importance for testing. According to
experience of many testing teams it is enough to define 3 or 4 priority levels. It depends on
project size. | will propose four levels.

1.Critical risk — in case of its appearance it blocks some parts of testing without

workaround. It is very visible to customer.

2.High risk — provoke appearance of very bad defect but with workaround. Many

customers would complain about the issue. The issue does not conform to what
was stated as a requirement for the release.

3.Medium risk - all other risks when workaround exist or when impact on testing is

very small. Some customers are impacted by it but there is a workaround. Issue
than can appear affects not critical areas of the system

4.Low risk — in case when defects that can appear are cosmetic or trivial. Only few

customers even notice it much less are impacted by it (i.e., not very visible or
detrimental)

Risk traceability matrix can be used for risk estimating. Intersection of probability of
occurrence and impact of occurrence gives us the risk severity and priority.

Risk = Cost of Failure = Probability of Occurrence X Impact of Occurrence

Below traceability matrix is presented.

Critical High High Critical Critical
= . . ey
o High Medium High High Critical
=
© | Medium Low Medium High Critical
o
o
S
a1 Low Low Lo Medium High

Low Medium

High Critical
Impact >

Matrix 1. “Matrix of risk priority”
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After all risks that were found have been prioritized QA team can start testing. As a
rule it starts with those areas that have critical risks. Bugs that are found are fixed from
critical to low.

Risk analyses methods.

There are a plenty of different methods of prioritizing risks. Selecting one of them
depends on project type, time for testing, team experience, project budget and other factors.
Typically, the risks are grouped or organized by major risk categories, such as functionality,
performance, security, and so forth. Once the risks are identified, each risk is assigned a
level—a measure of its degree of importance and priority, as was mentioned above.
Following are some methods for analyzing risk.

1.Brainstorming (or informal). It is a simple but effective attempt to help people think
creatively in a group setting without feeling inhibited or being criticized by others.
Such method provide an easy way to get started in quality risk analysis. Is used
mostly in formative project planning and can also be used to identify risk
scenarios for a particular project. The intent is to encourage as many ideas as
possible, which may in turn, trigger the ideas of others.

2.According 1SO 9126 quality risks analysis methods should describe characteristics
and sub characteristics of system quality standard. The six main characteristics of
quality are: Functionality, Reliability, Usability, Efficiency, Maintainability,
and Portability. In each category there are two or more sub characteristics.

3.Cost of failure quality risk analysis method focus on the following question: What
are the expected losses associated with various risks, and how much should one
spend to reduce those risks? An expected loss is the product of the probability of
the loss multiplied by the cost of the loss. Such techniques allow the project
management team to make a hard-nosed, economic decision about testing.

4.Probability analysis method. QA team should specify a probability distribution for
each variable, and then consider situations where any or all of these variables can
be changed at the same time. Defining the probability of occurrence of any
specific variable may be quite difficult, particularly as political or commercial
environments can change quite rapidly.

5.Delphi method. The basic concept is to derive a consensus using a panel of experts
to arrive at a convergent solution to a specific problem. This is particularly useful
in arriving at probability assessments relating to future events where the risk
impacts are large and critical. The first and vital step is to select a panel of
individuals who have experience in the area at issue. For best results, the panel
members should not know each other identity and the process should be
conducted with each at separate locations. The responses, together with opinions
and justifications, are evaluated and statistical feedback is furnished to each panel
member in the next iteration. The process is continued until group responses
converge to s specific solution.
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Conclusions

Risk based testing helps to make system better by finding the most critical areas and
the most critical failures and fixing them. It is a powerful testing technique that enables the
QA teams to streamline their testing efforts. Organizations that implement this technique are
in a better knowhow of the risks that are inherent in their applications and of the risks that
are actually significant. It allows QA teams to make informed decisions while setting a clear
test exit criteria.

Risk Based Testing is an approach that requires skill and experience to isolate the
most important tests on the basis of technical and business constraints.
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Abstract. What kind of influence will income distribution have on economic growth?
This has always been an important question in economics. Theoretical analysis will be
made on transmission mechanism of income distribution—consumption demand—
economic growth indicating that income distribution functions on economic growth
through consumption demand. Empirical analysis is conducted on the relation of
consumption demand and economic growth, income distribution and consumption
demand with related economic data of China from 1990 to 2007. Result of analysis
shows that income distribution adjustment will be significant to long-term stable
growth of economy. On this basis, author proposes the classification and selection
scope of income distribution policy, and simulates the effect of some income policy
tools.

Keywords: Income distribution, economic growth, consumption demand.

1 Introduction

After reform and opening, China economy has been developing rapidly and steadily
for over 30 years. However, meanwhile, conditions of income distribution are going worse.
Especially after 1990s, Gini coefficient often exceeds international warning limit. Therefore,
what kind of influences will the sharply increasing income gap have on economic
development of China in the future? This has become a question to be answered in theory
and reality.

Basic on the theoretical analysis of transmission mechanism of income distribution-
consumption demand-economic growth, author has made an empirical study on their relation
by the data from 1990 to 2007. According to the conclusion, author proposes suggestions
hoping to increase consumption demand and promote economic growth.

2 Building Basic Model

Firstly, we need to establish a basic model to study the influence of income
distribution on economic growth through consumption demand.
Supposing, the society is divided into n levels according to income. Per capital income of
each level is expressed degressively as R; (i=1,2, 3, ...... n); average propensity to
consume of this level is c;, the number of people in this level N;, consumption demand of
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whole society C. Then:
De=5,RieN,
N is total population, so
(2) N = E?:lNi

Y indicates national income, | investment, G government purchase, X-M net export,
Y/N per capita national income. Economic growth is measured by increment of per capita
national income.

Y  CHI+GH(X—M) c I G -
3 _—= = — —_ J— _
®) N N N + N + N + N
Substitute formula (1) and (2) to (3) and t; indicates the proportion of level i in total
population.

X-M

Y 1 G
“) _:E?leiCiti‘l'ﬁ"‘ﬁ"‘T

N

It can be seen from formula (4) that population proportion t; and income level R; of
each level will affect the level of economic growth. Both are just important indicators to
measure the status of income distribution.

Through the analysis of above theoretical model, it may be seen that income
distribution status will have influence on economic growth through the transmission
mechanism of income distribution-consumption demand-economic growth. In the following,
author will make empirical analysis of this transmission mechanism, and simulate the
influence of income distribution on economic growth by adjusting the policies of income
distribution.

2 Empirical Analyses of Consumption Demand on Economic Growth

In order to analyze the influence of income distribution on economic growth, let’s take a
look at the influence of various demands, especially consumption, on economic growth from
1990 to 2007. This paper introduces contribution rate to express the influence of various
demands on economic growth. The formula is as follow:

Cp—Cp_ In=Ip_s
?E: rn 'n 1 ?]: rn n 1
Y Tp=¥n_a
_ GGy, _ (E-M)p—(E-Mlg_,
G Ve=7 Vium= —
n-fn-1 n- ‘n-i

Thereinto, V. V; Vo Vy_,; separately indicates the contribution rate of resident
consumption demand, investment, government purchase and net export to economic growth;
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Y indicates GDP figured out by expenditure method; subscript n expresses economic
variable of current year; subscript n-1 expresses the economic variable of last year.
According to formula (5), we have:

Table 3. Contribution rate (%) of resident consumption, investment, government purchase
and net export to economic growth from 1990 to 2007

Year Resident Investmen | Government Net Export
Consumption t Purchase

1990 37.36 1.8 10.44 50.30
1991 49.57 24.30 15.53 10.50
1992 54.79 34.20 17.71 -6.70
1993 44.59 78.60 14.91 -38.10
1994 22.56 43.80 7.64 25.90
1995 34.51 55.00 10.19 0.30
1996 46.47 34.30 13.63 5.60
1997 28.38 -7.40 8.62 70.40
1998 43.42 29.30 13.68 13.60
1999 57.87 52.80 18.93 -29.60
2000 47.56 21.70 16.24 14.40
2001 36.79 50.10 13.21 -0.10
2002 31.97 48.80 11.63 7.60
2003 25.90 63.70 9.40 1.00
2004 28.38 55.30 10.32 6.10
2005 26.41 38.10 9.69 25.80
2006 28.09 41.74 10.66 19.51
2007 30.87 40.91 12.04 16.17
Total 34.36 42.73 13.33 9.58

Data source: calculated by author basic on data of “China Statistical Year Book 2008

It can be seen from table 1 that it matches with our theoretical analysis of various demands.
In the economic development of China for nearly 20 years, investment demand makes the
greatest contribution; the second place is resident consumption demand; purchase demand of
government makes outstanding contribution only when government expands the scale
(before and after 1991) and implements expanding financial policy (1998-2000).
Contribution of export fluctuates greatly and is lack of principle. But, after 2000, the
contribution rate of resident consumption demand drops rapidly while investment demand
rises sharply, which indicates that the rapid economic growth of China results in great
amount of investment. On the other hand, it also indicates domestic consumption demand
increases slowly and its influence on economy is gradually being weakened. As mentioned
by the above theoretical analysis, due to the instability of investment demand and stability of
consumption demand, Chinese economy cannot just rely on the drive of investment demand
to embody sustainable development, but should fully exert the function of consumption
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demand on economy. As said before, income distribution condition will make important
influence on consumption demand. Next, this paper will further study the influencing
mechanism of income distribution for consumption demand and its effect.

3 Empirical Analyses of Influence of Income Distribution on
Consumption Demand

Income distribution condition of a society can be expressed by the income level of each class
classified by income and the population proportion of each class in total population. Formula
(4) indicates that the alteration of population proportion of each class and income level will
affect consumption demand and then the growth level of economy.

We adopt the percentage of alteration of Gini coefficient as the indicator to measure the
change of income distribution condition; percentage of alteration of social average
consumption trend as the indicator to measure the change of consumption demand. Then:

@) ¢ = Si%-1 e _ GINLZGINL,
H G M TGN

Thereinto, L{ indicates the proportion of alteration of average consumption trend in phase i;

c; indicates the average consumption trend of phase i; ¢;—4 the average consumption trend

of phase i-1; LLE‘]”]

the proportion of alteration of Gini coefficient in phase i; GINI; the
Gini coefficient of phase i; GINI;_; the Gini coefficient in phase i-1

As China statistical department made statistics of average income and consumption
by urban and rural population, there is no available data of average consumption trend of
each phase which can be directly applied to calculation of model. For that, author calculated
the average consumption trend of whole society (see table 2). The calculation formula is as
follow:

@ ¢ = CuPyu+CrPr
RyRy+R;Pp
Thereinto, C,, is per capita nonproductive expenditure of urban population; C, per
capita life consumption expenditure of rural residents; K., per capita controllable income of

urban residents; R, per capita net income of rural residents; B, urban population; F, rural
population.
Now, author will establish another linear model:

@) p® = Bo + By u™ + e

Thereinto, 1L° proportion of alteration of average consumption trend; L
alteration of Gini coefficient; € error term.

CIN proportion of
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Table 2. Average consumption trend (%) and Gini coefficient of China from 1990 to 2007

Year Average Gini Year Average Gini
Consumption | Coefficient Consumption | Coefficient
Trend Trend
1990 | 95.75 0.3484 2000 | 77.47 0.4170
1993 | 82.69 0.4196 2001 | 76.01 0.4310
1994 | 82.36 0.4334 2002 | 76.88 0.4440
1995 | 82.80 0.4151 2003 | 75.99 0.4580
1996 | 81.29 0.3980 2004 | 75.68 0.4650
1997 | 79.38 0.3979 2005 | 76.51 0.4700
1998 | 77.04 0.4030 2006 | 75.34 0.4960
1999 | 75.74 0.4164 2007 | 73.96 0.4800

Data source: calculation of author basic on “China Statistical Yearbook 2008

Basic on data of Table 2, make regression analysis on model (8) with SPSS statistical
software. Its result is shown in table 3.

Table 3. Regression result of influence of Gini coefficient on average consumption trend

Explanatory Variable | T Value R? F Value
Variable Value

Constant Item | -4.88E-03 | -0.769 0.639 22.818
Gini -0.500 -4.777

Coefficient

Regression result of model (8) shows that from 1990 to 2007, income distribution
condition of China can explain the change of consumption demand to a great extent. Every
1% of increase of Gini coefficient, average consumption will decline 0.5%. It can be seen
that aggravation of inequality of income distribution will result in the decline of social
average consumption, which fits the conclusion of our theoretical analysis.

Through empirical analysis of income distribution and consumption demand,
consumption demand and economic growth, it can be seen that income distribution,
consumption demand and economic growth forms a close relation. By carrying out specific
income distribution policy, consumption demand can be changed affecting economic growth.
The next section of paper will classify various income distribution policies and simulate the
implementation effect of policy.

4 Classification, Selection and Simulation of Policies to Adjust Income
Distribution and Promote Economic Growth

It can be seen from formula (4) that there are 3 main factors which can affect consumption

191



INTERNATIONAL CONFERENCE ON APPLICATION OF INFORMATION AND COMMUNICATION TECHNOLOGY AND STATISTICS IN
EcoNomy AND EDUCATION (ICAICTSEE —2012), OcTOBER 5-6™,2012, UNWE, SOFIA, BULGARIA

demand and economic growth. Per capita income of each class R;, average consumption
trend of class c;, population proportion of this class t;. Per capital consumption demand will
affect per apital GDP. Formula of per capital consumption demand is as follow:

(o}
(1) ﬁ = ?:l Ri Citi(g)

According to formula (1), the hypothesis of per capital income of each class ranking
from high to low, for any 1<i<j<n, there is R; >R; (10);

According to the hypothesis that marginal consumption tends to decrease
progressively, it can be known that average consumption of high-income class tends to be
lower, so ci<¢; (11D

And, R; ¢ >RJ‘ Cj 12>

Because Zf’:ltl = 1, supposing that the proportion of population of different
income classes in total population is changing meanwhile, any decline of t; is necessarily
relative to the improvement of t;. While other conditions are unchanged, combining formula
(12), it can prove that the change of this kind of income distribution will increase per capita
consumption and national income. It means improving the income of low-income population
and lowering down the proportion of low-income population will promote economy. Due to
the hypothesis that per capita income of other classes is unchanged, this method of lowering
down the proportion of low-income population cannot be embodied by transfer payment
policy, but by expanding the employment channel and reducing employment barriers for
low-income class. Of course, while the income of other classes is unchanged, the increment
of income of any class will promote economy. This way to promote economic growth by
increasing the income of each class, especially low-income class, is called income growth
policy.

If the proportion of each social class is unchanged, as well as total social income,
supposing that income distribution proportion changes at the same time in 2 classes, any
improvement of R; will necessarily be relative to the decrease of R;. While other conditions
are changed, it can be proved that this kind of income distribution alteration will cause the
increase of per capita consumption and resident income. Any action of transferring income
from higher classes to lower classes will promote consumption and economy. Different from
income growth policy, this income distribution policy may affect the enthusiasm of high-
income class to provide production factors as it lowers down their income; meanwhile, as the
income of low-income class is no longer related with the factors they provide, it may also
reduce the enthusiasm of low-income class to provide production factors, and finally results
in the decrease of total social income and has negative function on economy. This economic
promotion way by transferring the income of high-income classes to low-income classes is
called as income transfer policy.

Supposing that the income and population proportion of each social class is
unchanged, the increased consumption trend of each class may add to the per capital
consumption of society and promote economy. If ¢; and c; receives same-proportion
improvement, we have no way to directly determine which class has greater influence on

192



INTERNATIONAL CONFERENCE ON APPLICATION OF INFORMATION AND COMMUNICATION TECHNOLOGY AND STATISTICS IN
EcoNomy AND EDUCATION (ICAICTSEE —2012), OcTOBER 5-6™,2012, UNWE, SOFIA, BULGARIA

economic growth when its consumption trend is improved. This lies in the product of per
capital income and population proportion of this class. It means that if the population of
some class is large enough, improvement of consumption trend of this class will have great
influence on economy. This way of promoting economic growth by changing the
consumption trend of each class, especially the class with larger population, is called as
consumption promotion policy.

Income growth policy and transfer policy form two types of distribution policy. The
implementation of consumption promotion policy needs to rely on some income distribution
policies to be embodied, so we will subject it to the study of income distribution policy.

Tools of income growth policy include: expand the employment channel of low-
income class, provide low-cost and free training and education for low-income class, reduce
employment barrier, and promote the flow of low-income group in areas, industries, cities
and countries.

Tools of income transfer policy include: progressive personal income tax system,
transfer payment system from high-come class to low-income class, property tax system
including inheritance tax and granting tax, social security system of a larger coverage, and so
on.

The tools of policy which is related with income distribution policy in consumption
policy include: perfect social security system (lowering down the preventive deposit of each
income class, especially medium-low-income class to improve the trend of marginal
consumption), clear and effective private income and property protection system (this system
often matches with personal tax declaration system and can raise the consumption trend of
high-income class when they are no longer afraid of exposing the fortune.

After defining the classification of income distribution policies of promoting
economic growth, we will choose several policy tools to simulate the effect hoping to show
that correct income distribution policy will have influence on economic growth. All the
policy simulation is basic on related data of “China Statistical Yearbook 2008”. On the
premise that consumption multiplier and income consumption flexibility is excluded out of
consideration, we figure out the increment of per capita GDP due to the change of
consumption.

In the policy of income growth, we choose the policy of promoting the flow of rural
labor to simulate the effect of policy. If this policy tool can successfully transfer the labor of
1/10 rural low-income class (about 20% of rural population) to towns and cities to become
the labor of urban low-income class, it is equal to transferring 2% of rural labor forces and
the per capita GDP of the whole society in that year will increase by 41.66 yuan.

In income transfer policy, we choose the policy tool of transferring the income from
high-income class to low-income class to simulate the effect of policy. If this policy tool can
successfully transfer 1/10 of income of top income class (about 10% of township population)
of cities to bottom income class (about 10% of township population), it is equal to that 20%
of urban population embody payment transfer; the per capita GDP of whole society of towns,
cities and countryside in that year will increase by 27.05 yuan.

In consumption promotion policy, we choose the policy tool of perfecting society
security system to simulate the effect of policy. If this policy can increase the average
consumption tendency of urban (about 10% of township population) and rural (about 10% of
township population) medium-low-income class by 10%, it is equal to lower down the level
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of preventive deposits of 20% of total population and the per capita GDP of the whole
society in that year will increase by 89.99 yuan.

CONCLUSION

Income distribution will affect consumption demand and economic growth. Facts of
economic growth in China indicate that the promotion function of consumption demand to
economic growth is weakened, which may be disadvantageous for the long-term stable
growth of Chinese economy. Increasing imbalance of income distribution is the important
reason for decline of consumption demand. Therefore, government is necessary to correctly
distinguish and choose proper income distribution policy tool to embody the sustainable and
long-term economic effect.
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Abstract. Author of this paper introduced a specific factor model to analyze the short-
term influence of foreign and domestic capital on income distribution as a special
factor. Theoretical analysis and result of empirical inspection show that foreign capital
which contains technical advantages is one of the factors for enlarged income
distribution difference in China. And then author made further explanation of
inspection result and drew the conclusion and enlightenment.

Keywords: FDI, income distribution, specific factor.

1 Introduction

The enlarged income distribution gap of China has attracted the attention of the world in
recent years. According to official statistics, Gini coefficient of China increases to 0.40 in
1994 from the 0.33 of 1980 and then 0.46 in recent years. Current income distribution gap
has exceeded India and Ethiopia and the matter of income distribution gap has gradually
become an important restriction of China’s economic development and social stability. For
that, domestic and overseas scholars have made analysis and research from different angles.

Author has analyzed the influence of foreign direct investment (FDI) on income
distribution basic on the model of specific factors. The short-term relation between foreign
capital as a specific factor and unfair income has been validated showing that FDI really has
influence on unfair income distribution to a certain extent. The internal cause lies in the
technical advantage of foreign capital. With enlarged technical spillover effect and human
capital, income distribution should tend to shrink. When a new technology appears, the
capital containing it is in possession of the monopolistic advantages resulting in further
expansion of income gap. Seeing from long-term, the influence of foreign capital on income
distribution fluctuates.

2 Specific Factor Model

The so called specific factor refers to the kind of factor which is only applicable to one
department rather than others within a short term. The short-term and long-term mentioned
here is not defined by time, but the mobility of production factors. Under long-term
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conditions and supposing production factors are homogeneous, the production factors can be
shared by different departments due to homogeneity. That means under long-term conditions,
production factors may flow freely between departments. Model of specific factor is mainly
applied to explain the influence of changed price of commodity produced by one department
on the income distribution of two departments within a short term.

Hypothesis of specific factor model: a country produces two products (x, y) with capital
and labor; returns of scale are constant; labor is homogeneous and can flow freely between
two departments; total labor amount is fixed and workers are sufficiently employed; capital
is a specific factor, which cannot be shared by two departments; investment of each
department is constant; all commodity markets and factor markets are entirely in competition.

As we know, price of production factors is determined by the product of marginal value
of each production factor. While market price is constant, the price of two production factors
is determined by their own marginal material products. As capital is constant, marginal labor
productive power of two departments only rests with labor input. Given the premise that
commodity price is constant, labor reward is in reverse proportion with labor input. When
two departments have the same labor reward, the distribution of labor between 2 departments
reaches to equilibrium. Due to various reasons of trade, if P, (the price of Xx) rises, when
labor reward of X department exceeds Y department, labor is transferred to x department
from Y department. According to the rule of marginal return, when Py rises, it will finally
reach to a new balance. The result is that after trade, the income level of this country will rise,
but the extent of increase will be lower than the extent of increased commodity price. The
return for owner of specific factor is a different case. With the flow-in of labor, x department
has increased marginal productivity of capital, so actual income of X department is increased.
The case is opposite for Y department. Due to flow-out of labor, marginal productivity of
capital decreases and income is lowered down. This is how specific factor model functions
on income distribution.

3 Verification of Theory of Income Distribution and Empirical Facts

According to theory of FDI, multinational corporations usually have some kind of
monopolistic advantages and are superior to some enterprises in developing countries in
technical level and operation efficiency. The technical advantages of foreign-funded
enterprises are mainly represented in advanced machines and management. Host countries of
investment make regulated regulations for the entry of foreign capital, which restricts foreign
capital from accessing to all fields. Meanwhile, due to “internal” production of foreign
capital, the flow of domestic capital is also limited.

Usually, when FDI enters the export industry of one country, it will promote the export of
this industry and lower down the export of other industries. Rybczynski theorem also
indicates that the entry of direct investment will assemble the factors of other industries in
current industry and increase the output and export of industry. This principle has been
proved in China. According to statistics, the proportion of export/import amount of foreign-
funded enterprises in total export/import amount of the whole country increases to 57.43% in
2004 from the 4.04% in 1986. There is also the trend of further expansion.

Due the unique characteristic of FDI and lower labor cost in China, products are highly
competitive in overseas and domestic markets. Compared with domestic capital, they can
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obtain a higher price. Even though the price is the same, foreign-funded enterprises can still
have higher profit due to lower cost. As most foreign capitals come from developed countries,
they will continue to adopt the salary system of parent companies. The labor income of
foreign-funded departments will be higher than that of domestic capital. According to model
of specific factor, labor will transfer from foreign-funded departments until the labor income
of both departments is equal. At this time, capital return of domestic-funded departments will
be lowered down.

The basic model with foreign capital and domestic capital as specific factors is as follow:

Premise: 1) one country produces 2 products with 2 production factors (the product of
domestic department D and foreign-funded department F); 2) scale returns are constant; 3)
labor is homogeneous and can freely flow between 2 departments; 4) total labor amount is

constant and workers are sufficiently employed, namely L=L+L, (unemployed
population can be regarded as newly-added population); 5) capital is a specific factor and
cannot be shared by two departmetns due to limitation of technology and policy; 6)
investment of each department is constant; 7) all commodity markets and factor markets are
fully open to competition.

According to premise, the production functions of two products can be expressed as
follow:

F:f (Kf » Lf)
D=t (K, 1.0)

As shown in fig 1, under the condition of complete competition, if capital efficiency is
equal, balance point lies in E and the factor return of two departments is separately:

“’:':PL'.]\I[PLI' . l‘f:P['.MPkE'
wa=Fy*MPy, ry=F " ¥P

1) Empirical inspection of specific factor return. As the concrete data of profit of foreign-
funded department is hard to be accessed, we analyzed the profit-gaining status of foreign-
funded department by the proportion of production value of foreign-funded enterprises in
total production value and tax of foreign-funded enterprises in total revenue.

Data of Table 1 reflects the tax preference for foreign-funded enterprises; on the other
aspect, it can be seen that the proportion of production value created by foreign capital is
increasing. Meanwhile, tax also follows the same trend. We can say that the income of
foreign-funded department is increasing. On the contrary, the proportion of domestic-funded
department is decreasing. This fits the analysis of specific factor model on income of specific
factors.
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Table 4. Proportion of production value of foreign-funded enterprises and revenue from

1992 to 2002.

Year Foreign-funded Tax of foreign-funded
production value/total enterprises/total
production value (%) revenue (%)

1992 7. 09 4. 25

1993 9. 15 5. 71

1994 11. 26 8. 51

1995 14. 31 10.96

1996 15. 14 11.87

1997 18. 57 13. 16

1998 24. 00 14.38

1999 27. 75 15. 99

2000 22. 51 17. 50

2001 28. 05 19. 02

2002 33. 37 20. 52

Data source: website of statistical department of PRC (www. stats. gov. cn)
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2) Empirical inspection of labor salary
Table 2 average salary of industries in some areas from 2001 to 2002 (unit: yuan)

Area Year state-owned units  township collective units
Foreign-
funded units
Nation 2001 11178 6867
18101
2002 12859 7667
7892
Beijing 2001 19776 11063
34481
2002 23754 11997
39428
Tianjin 2001 15110 8345
15564
2002 17059 9350
17643
Shanghai 2001 21961 13693
28787
2002 24719 14851
30192
Guangdong 2001 16779 9040
18192
2002 19696 9881
19323

Data source: website of statistical department of PRC (www. stats. gov. cn)

From the nation, average salary of employees working for foreign-funded enterprises is
obviously higher than state-owned and collective enterprises. Developed areas also report the
same result. According to model of specific factors, this kind of unfairness only happens in
owners of specific factors. With the free flow of labor from domestic-funded department to
foreign-funded department, the unfairness of labor income will disappear. This does not
conform with empirical inspection.

3) Explanation of empirical inspection. Model of specific factors includes the basic
hypotheses that labor is homogeneous. But the fact is not like that. Labor is non-
homogeneous and can be divided into human capital and non-human capital, skilled and non-
skilled labor. As foreign capital is in possession of technical advantages, foreign capital is a
kind of effective capital and needs to combine with human capital and requires skilled labor.
In the early stage of reform and opening, foreign companies mainly invested in labor-
intensive industries and the demand for skilled labor was not significant; since 1990s, foreign
companies gradually increased the investment in capital-intensive and technology-intensive
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industries and raised the demand for senior technical and management talents, which brought
great impact to domestic enterprises. Under this impact, domestic enterprises had to reduce
the number of employees to increase the efficiency in order to survive and develop in the
market. Consequently, large-scale unemployment tide broke out in the middle of 1990s
worsening the unfairness and poverty in the cities. Foreign-funded department also attracts
the labor factors of other departments to increase the labor supply. In this situation, salary
level tends to decline. However, the salary level of departments where labor flows out does
not necessarily rise because the loss of core talents lowers down the efficiency of production
and operation, and may lower down salary level.

As shown in fig 1: according to the model of specific factors, because of the inflow of
labor to foreign-funded department, VIMP" s moves leftward to VMP™" ;. The balance point
at this time is F*. W' is the balance salary of two departments. The labor released from
domestic department is completely absorbed by foreign-funded department. But, the fact is
that foreign-funded department only absorbs those skilled labors and the labor used is L on
the other aspect, the outflow of technical talents of domestic department results in lowered
capital productivity. VMP, 4 moves rightward to VMP" 4 and joins VMP " at . Salary
declines to W,y Labor used is Ly The labor from L; to Ly constitutes structural
unemployment labor, adding to unfairness. Therefore, FDI not only makes the income of
factor owners different, but also affects the income of workers from different departments.

Conclusion and Enlightenment

1. The relation between foreign capital as specific factor and unfair income has been
validated. Within a short term, FDI will really result in unfairness of income distribution.
With the improvement of domestic technical level and decreasing gap of technology
owned by foreign enterprises, this kind of income difference will be reduced. When some
kind of new technology is invented, which has monopolistic advantage, it may cause
income difference. Therefore, the influence of specific factors (including technical capital)
on income distribution should fluctuate. This is the matter to be studied further.

2. Foreign capital is only one of the factors for income difference. The heterogeneity of
labor is also another cause for enlarged income gap. Besides, some unreasonable and
illegal factors (like smuggling and escape with capital) also contribute to income
difference. The defects of coexistence of new and old systems after reform and opening
(like dual exchange rate) are also the cause for enlarged income gap.

According to the above conclusion, we can get the following enlightenment

Firstly, technical difference is the core difference between foreign capital and domestic
capital, so we need to increase FDI technical spillovers. In China, the FDI technical
spillovers are mainly embodied by human capital and affect the part of soft technology with
workers as carrier. The job-hutting of trained employees is an important approach for
technical diffusion. Domestic enterprises should make great efforts in research and
development, and work with foreign enterprises to set up R & D center to improve technical
level.

Secondly, establish a perfect education system, improve the training and accumulation of
human capital, upgrade the quality of people, and try to eliminate structural unemployment.

Finally, make related policies to encourage reasonable flow of labor. Refer to experiences
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of developed countries, establish a perfect social security system to avoid poverty from
getting worse in a short term, and keep income difference from enlargement.
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MANAGEMENT REQUIREMENTS FOR BUSINESS
INTELLIGENT PROJECT DEVELOPMENT

Kamelia Stefanova, Dorina Kabakchieva

Abstract. Business Intelligence (BI) is a set of concepts, methods and processes that
support the decision making process improvement, using different sources of
information, applying previous experience and defining assumptions to obtain an
accurate picture of the business dynamics. The logical architecture of BIS is structured
in three main layers, Management of Data, Management of Data Integration and
Analytical Models, and Management of Data Visualization, each of them providing
specific tools for user interaction. Successful implementation of BIS requires
appropriate use of all the data generated in the enterprise to empower the managerial
capacity for transforming data into information and information into knowledge and
competitive advantage. Strategic aspects at various levels, Information, Users and
Organization, should be taken into consideration in BI project planning and
development, in order those initiatives to be successfully fulfilled.

Keywords: Business Intelligence, Business Intelligent Systems, Business Intelligent
Project Management.

1 Introduction

Companies today, in the era of the intelligent economy, are in strong competition that
could be measured and analyzed by the level of successful management.

Corporate performance is challenged to meet the requirements of the dynamically
changing market conditions and has to be based on proper and timely management decision
making.

Organizations have to become intelligent in collecting, understanding and using data
for making management decisions in order to successfully carry out business activities.

Business Intelligent Systems (BIS) become the key functional component of modern
companies that links data, information, people and technology, and results in successful
organization management.

Companies that follow the market trends, implement BI solutions to turn operational
data into information and information into competitive advantages.

BISs satisfy the increasingly urgent demands for systems that can derive business
value from big, diverse data streams (including machine data) and apply technologies such as
predictive analytics and automated decision management.
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2 Business Intelligence Concept

Business intelligence is a term that has been introduced in order to describe the new
level of information systems growth - advanced analytics.

It encompasses different elements - technologies, applications, and processes for
gathering, storing, accessing, and analyzing data to support management users taking
appropriate decisions.

e The term "Business Intelligence" escalated mostly in the 1990s, but actually it has

originated much earlier:

e First information systems that address the information support of the decision
process are called Management Information Systems and emerged in 1970s. Their
main characteristics are - Records and Reports that are static, two-dimensional and
without analytic functions.

e The development of Information Systems in early 1980sis related to the Strategic
Management (Executive Information Systems), assisting senior management of
organizations. These systems are able to process Dynamic multidimensional queries
and reports, prediction and forecasting, trend analysis, detailed research data,
analysis of state and critical success factors.

e Mid1990s proved the BIS to be well introduced in the companies and numerous
commercial software products elaborated and incorporated advanced analytical
tools.

e Late 1990s gave the great push for additional new features development in the
newly emerged business intelligence systems. That is the period when the new
common understanding is established - all the information required by the
organization management to support making timely and appropriate management
decisions can be found in a business intelligent system covering the whole
enterprise.

o After 2005 business intelligent systems begin to provide powerful analytic tools and
features that serve innovative and advanced analytical tasks.

e Today, new generation of Business Intelligence is flourishing and expands in
different development directions.

During the period of Bl and BIS industry implementations many different definitions

of related terminology can be figured out, refined and supplemented.

3 Business Intelligent Systems Architecture

BIS architecture is structured in three main layers with specific tools for each [1]:

e Management of Data — this layer includes relational databases and all enterprise
data sources. The role of this layer is to collect, integrate and organize data from
internal and external sources. Data sources contain historical and current data.
According to the type and scope, enterprises could decide what alternative
procedures for data integration could be selected.

e Management of Data integration and Analytical Models — this layer is responsible
for incorporating the enterprise data ina Data Warehouse, mainly implementing
procedures for extraction, transformation and load (ETL).This layer figures out the
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different type of analytical models to be used for data processing— analysis,
forecasting, trends, patterns,etc.The main solutions implemented at this layer are:
On-line Analytical Processing (OLAP), Data Mining, AnalyticalReporting.

e Management of Data Visualization — this layer’s main tasks include a visual drill
capacity to identify complex relationships and sophisticated graphical instruments
and tools for reporting and presenting data in the most convincing and friendly
manner. This layer could also incorporate a business intelligence portalto integrate
data and information from a range of applications and repositories to allow
visualization through a unique Web interface [3].

The model of the BIS architecture, based on the three above described layers is
presented on Figure 1.
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Fig. 1. A BIS Architectural Model

Modeling process typically follows an open approach whereby the model builders use
their knowledge and intuition to construct and position the models.

4 Business Intelligent Project and Management

The information expansion is a problem faced by companies when they start
organizing the data management and analytics [2]. Every day, executives make critical
business decisions based on uncoordinated information from a variety of sources and they
need to understand the process related to the Bl project organization.
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Information Strategy

The Bl strategy should take into account all sources of data used for business
decisions: operational systems, departmental data marts, key spreadsheets,
and unstructured data, Web pages, and other corporate systems.

Data sources should include not only internal systems, but also information
stored in the systems of customers, partners, and suppliers.

The enterprise data warehouse is the central pillar of any Bl strategy.

Data of all diverse operational systems should be integrated, made
consistent, and optimized for analysis.

Organizational Strategy

The BI strategy should be in line with the organization as a whole and
processes that require information to be managed to reach the corporate
asset.

A working group for the Bl project management should be established to
ensure the realization of the information value added.

Appropriate governance should be introduced to set priorities and align the
information use with the overall strategy of the organization.

User Strategy

The most important approach to the Bl project is that information stays
irrelevant until users consider it for decisions in the way the business
operates.

The BI strategy should examine who needs which information, from which
systems, and how to be interacted.

The goal is to ensure that all people and processes have the information they
need, when they need it, in order to fulfill their business roles.
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Kick Off Meeting

Project Evaluation Ana!ysis &
On Going Support | \ Design

Implementation
Methodology

X \

Dimensional Design
Physical Design
Live ETL Design
Guidance Bl Application
Development

Installation

User Acceptance Test
Training Delivery
Live preparation

Fig. 2. Bl Project Management Map

The phases within the Bl Project Management Map and their main objectives are
presented in Fig. 2.
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5 Future Directions in Bl Project Management

In-memory computing changes the terrain for Bl and analytics

e Bl and analytics systems are enabling greater use of expanded main memory.
This is a cost-effective performance improvement because memory
continues to get cheaper — not running analytic processes iteratively against
the data.

e In-memory computing may not be the best option when data volumes are too
large (compression technology is critical for in-memory systems) or data
must be updated frequently.

e In 2013, in-memory computing will continue to shift the balance for Bl and
analytics systems.

Data visualization becomes essential as analytics follow the mainstream
e Data visualization and visual data analysis enable nontechnical users to see
data patterns and trends they would have struggled to grasp with tabular
reports, spreadsheets, and primitive graphics.
e More innovation in 2013 to support exciting and sophisticated graphics for
Bl and analytics, which will include more animation and intuitive, "gesture-
based" data interaction.

Right Data at the Right Time
e With demand continuing to rise for more information and new ways of
accessing, analyzing, and sharing it, nobody gets to rest in this industry.
e With sharper data insights, decision makers will have clear and
comprehensive views of subjects of interest supported by the right data at the
right time.

6 Conclusions

Bl systems are constantly being developed and innovated to meet the ever-growing
demands of business users, providing opportunities for real-time analysis of business data,
and particularly the front-line operations. The implementation of advanced analytical
methods and powerful visualization and alerting tools have led to the creation of dashboards
supporting the decision making processes at all management levels — strategic, tactical and
operational.
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Abstract. The paper presents the results of a study performed within a research project
conducted at the University of National and World Economy. The main purpose of the
study is to find out how the application of various data mining methods and techniques
on the available university data could contribute to supporting the decision making
processes concerning effective management, organizing successful marketing
campaigns, improving teaching quality, analyzing student performance and applying
individualized approaches to peculiar groups of students with similar characteristics.

Keywords: Educational Data Mining, Classification, Student Performance Prediction,
Student Retention

1 Introduction

Universities today are operating in a very complex and highly competitive
environment. They are collecting and keeping large volumes of data, referring to their
students, the organization and management of the educational process, and other managerial
issues. However, managerial decisions are rarely taken based on the information and
knowledge that could be extracted from the analysis of the available data. In order to achieve
this, they should be introducing innovative management approaches supported by
progressive methods and techniques.

Modern universities should focus more on the profile of admitted students, get aware
of the different types and specific student characteristics based on the received data and take
a decision if they have all the data needed to analyze the students at the entry point of the
university or they need other data to help the managers support their decisions in how to
organize the marketing campaign and approach promising potential students.

“Educational Data Mining” (EDM) is a new stream in the Data Mining research field,
focusing on the implementation of data mining methods and tools for analyzing data
available at educational institutions. There are already a large number of research papers
discussing various problems within the higher education sector and providing examples for
their successful solutions reached by using data mining.

There are two papers available, in which extensive literature reviews of the EDM
research field are provided. The first paper is published in 2007 and covers the research
efforts in the area between 1995 and 2005 [1], and the second paper is provided in 2009 and
refers to the research efforts during the period after 2005 [2]. Predicting student performance,
retention of students, targeted marketing, enrollment management, and improving
institutional effectiveness, are problems that are very often attracting the attention of
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researchers and becoming the reasons for initiating data mining projects at higher education
institutions.

This paper is organized in four sections. The reasons for the initiation of the
performed research work are described in the Introduction section. The state-of-the-art in the
Educational Data Mining research area, referring to predicting student performance, is
briefly presented in the second section. A description of the data mining research project,
initiated at one of the most prestigious Bulgarian universities, including the main goal,
objectives and research questions, is also provided in that section. The applied research
methodology is described in the third paper section. Some of the achieved results within the
project are presented in the fourth section. The paper ends with Conclusions section, in
which the main achievements are summarized, including interesting finding from the
application of selected data mining methods. The next steps for future research are also
defined.

2 Using Data Mining Methods for Predicting Student performance

The literature review reveals that predicting student performance has been of interest
for various researchers during the last years. Kovaci¢ uses data mining techniques (feature
selection and classification trees) in [3] to explore the socio-demographic variables (age,
gender, ethnicity, education, work status, and disability) and study environment (course
programme and course block) that may influence persistence or dropout of students,
identifying the most important factors for student success and developing a profile of the
typical successful and unsuccessful students. Ramaswami et al. focus in [4] on developing
predictive data mining model to identify the slow learners and study the influence of the
dominant factors on their academic performance, using the popular CHAID decision tree
algorithm. The implementation of predictive modeling for maximizing student recruitment
and retention is presented also in the studies of Noel-Levitz in [5] and DeLong in [6]. Dekker
et al. deal with predicting students drop out in [7]. The development of enroliment prediction
models based on student admissions data by applying different data mining methods is the
research focus of Nandeshwar in [8]. Yu et al. explore student retention in [9] by using
classification trees, multivariate adaptive regression splines (MARS), and neural networks.
Cortez and Silva attempt to predict student failure in [10] by applying and comparing four
data mining algorithms - Decision Tree, Random Forest, Neural Network and Support
Vector Machine. Vandamme et al. use decision trees, neural networks and linear
discriminant analysis in [11] for the early identification of low, medium and high risk
students.

The rationale behind the research work described in this paper is based on the great
potential that is seen in using data mining methods and techniques for effective usage of
university data, and the identified needs for supporting university management in decision
making. Knowing the students better is expected to contribute to more efficient university
enrollment campaigns, to attracting the most desirable students and to improving the
organization and implementation of the educational and management processes at the
university.

The research work is performed within a data mining research project, initiated at one
of the most famous and prestigious Bulgarian universities. The project main goal is to reveal
the high potential of data mining applications for finding information in the existing data to
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support the university management in better knowing their students and performing more
effective university marketing policy. The specific objective of the proposed research is to
find out if there are any patterns in the available data that could be useful for predicting
student performance, based on their personal, pre-university and university characteristic
features.

3 The Applied Research Methodology

The university data mining project implementation is based on the CRISP-DM model
(Cross-Industry Standard Process for Data Mining), a standard approach for data mining
process realization. It is a cyclic approach, including six main phases — Business
understanding, Data understanding, Data preparation, Modeling, Evaluation and
Deployment, and a number of internal feedback loops between the phases, resulting from the
very complex non-linear nature of the data mining process and ensuring the achievement of
consistent and reliable results. The main project phases and activities, to be accomplished
during the project implemented and based on the CRISP-DM model, are presented on Fig.1.
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Fig. 2. University Data Mining Research Project Implementation

The application process for student enrollment at the University has been initially
studied, including the formal procedures and application documents, in order to identify the
types of data collected from the university applicants and stored in the university databases
in electronic format. Discussions are also conducted with university management and
representatives of the administrative staff, who are well informed and responsible for the
university data collection, storage and maintenance. It is established that university data is
basically stored in two databases. All the data related to the university admission campaigns
is stored in the first database, including personal data of university applicants (names,
addresses, secondary education scores, selected admission exams, etc.), data about the
organization and performance of the admission exams, scores achieved by the applicants at
the admission exams, data related to the final classification of applicants and student
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admission, etc. All the data concerning student performance at the university is stored in the
second database, including student personal and administrative data, the grades achieved at
the exams of the different subjects, etc.

The defined business problem, predicting student performance based on their
personal, pre-university and university characteristic features, in data mining terms is
considered a classification problem to be solved. There are various data mining methods and
techniques available for developing models for prediction, including rule classifiers, decision
tree algorithms, regression techniques, Bayesian methods, neural networks, etc. These
methods are based on different algorithms and follow different procedures for generating
classification models, and all of them have advantages and drawbacks. Four classification
algorithms are initially applied on the selected and preprocessed data — a rule learner OneR, a
decision tree algorithm, a neural network and a k-Nearest Neighbour algorithm.

The OneR classifier is a rule learning algorithm generating a one-level decision tree
expressed in the form of a set of rules that all test one particular attribute. It is a simple,
cheap method that often produces good rules with high accuracy for characterizing the
structure in data. This classifier is often used as a baseline for the comparison between the
other classification models, and as an indicator of the predictive power of particular
attributes.

Decision trees are powerful and popular tools for classification. A decision tree is a
tree-like structure, which starts from root attributes, and ends with leaf nodes. Generally, a
decision tree has several branches consisting of different attributes, the leaf node on each
branch representing a class or a kind of class distribution. Decision tree algorithms describe
the relationship among attributes, and the relative importance of attributes. The advantages
of decision trees are that they represent rules which could easily be understood and
interpreted by users, do not require complex data preparation, and perform well for
numerical and categorical variables.

Neural networks produce classification models in the form of a mathematical model,
consisting of interconnected computational elements (neurons) and processing information
using a connectionist approach to computation. They are used to model complex
relationships between inputs and outputs and very often yield very good results.

The k-Nearest Neighbor algorithm (k-NN) is a method for classifying objects based
on closest training examples in the feature space. k-NN is a type of instance-based learning,
or lazy learning, where the function is only approximated locally and all computation is
deferred until classification. The k-NN algorithm is amongst the simplest of all machine
learning algorithms: an object is classified by a majority vote of its neighbors, with the object
being assigned to the class most common amongst its k nearest neighbors (k is a positive
integer, typically small). The best choice of k depends upon the data; generally, larger values
of k reduce the effect of noise on the classification, but make boundaries between classes less
distinct. The accuracy of the k-NN algorithm can be severely degraded by the presence of
noisy or irrelevant features, or if the feature scales are not consistent with their importance.

The software tool that is used for the project implementation is the open source data
mining software packages WEKA.
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4 The Achieved Results

The provided initial dataset contained data about 10330 students that have been
enrolled as university students during the period between 2007 and 2009, described by 20
parameters, including gender, birth year, birth place, living place and country, type of
previous education, profile and place of previous education, total score from previous
education, university admittance exam and achieved score, total university score at the end of
the first year, etc. The data is carefully studied and subjected to many transformations.

The final dataset, on which the selected classification data mining algorithms are
applied, contains 10067 instances and 14 attributes, both categorical and numerical variables.
Thirteen of the attributes are used as input variables, including three types of data about the
university students — personal, pre-university and university data. Personal data includes
gender, age and birth year. Pre-university data includes secondary school profile (e.g.
languages, economics, technical, arts, sports, etc.), secondary school location, secondary
education scores, successfully passed admission exam (Literature, Mathematics, History,
Geography, Economics), successfully passed admission exam score, total score for
admission/rejection, etc. University data includes university specialization, number of
failures during the first year of education, etc. The fourteenth attribute is used as a predicted
variable (the class) — it is a binary categorical target variable, constructed based on the
original numeric parameter “University average score” (the average numeric score achieved
by the students at the end of the first year at the University). The predicted variable has two
distinct values, corresponding to the two classes in which the students are classified — Weak
and Strong. Since a six-level scale is used in the Bulgarian educational system for evaluation
of student performance at schools and universities, the students with average university score
that is lower than 4.50 are classified as “Weak”, and the students with average university
score equal or higher than 4.50 are classified as “Strong”.

The selected data mining algorithms are applied to the dataset using the holdout
method (WEKA “Percentage Split” test option, 66%/34%). The dataset is divided into 3
parts and, each time an algorithm is run, 2/3 of the data is used for training of the
classification model and 1/3 of the data is used for testing and evaluation of the model.

The four WEKA data mining classification algorithms that are applied on the
available data include: the rule classifier 1R (OneR), the decision tree algorithm J48 (J48),
the neural network Multilayer Perceptron (NNet) and the KNN algorithm 1Bk (kNN).

The results from the evaluation of the classification models, generated with the
selected four data mining algorithms, are presented on Fig.2. The models are compared
according to the achieved Accuracy/Error of Prediction, referred as the % of
correctly/incorrectly classified instances.
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Fig. 2. Results from the data mining classification models comparison

The results reveal that the highest classification accuracy is achieved for the Neural
Network model (73.59%). However, the disadvantages of that model are its complexity and
the difficult understanding and interpretation by users. That model is suitable to use when the
main objective is to predict the students’ class (Weak or Strong), but there is no need to
provide the exact reasons for the distribution.

The Decision Tree model is also working with a high accuracy of prediction
(72.74%). The advantages of this model are that it is easily interpretable because it produces
a set of understandable rules, and that it is working well with both, nominal and numeric
variables.

Fig. 3. The Decision tree model generated by applying WEKA J48 algorithm on the data

The decision tree model, that is achieved for M=500 (M is the minimum number of
instances per leaf), is presented on Fig.3.
Easily interpretable rules can be derived from the decision tree models as follows:

IF NumFailures=1,2,3,4,5,6,7,8,9,10,11,12, THEN Class=Weak

IF NumFailures=0 AND AdmissionScore>28.79, THEN Class=Strong

IF NumFailures=0 AND AdmissionScore<28.79 AND Gender=Male, THEN Class=Weak

IF  NumFailures=0 AND  AdmissionScore<28.79 AND Gender=Female AND
AdmissionYear=2009, THEN Class=Strong

IF  NumFailures=0 AND  AdmissionScore<28.79 AND Gender=Female = AND
AdmissionYear=2007,2008, THEN Class=Weak

The rules can provide clear explanation about the characteristic features of the
students distributed in the two classes — Weak and Strong. The attributes that appear at the
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upper levels of the tree include Number of Failures, Admission Score and Gender, and these
are the features that seem most important for the classification of the students by this model.

The KNN model (70.47%) and the OneR rule classifier (67.46%) are predicting the
student class with lower accuracy. The OneR algorithm uses the “Admission Score” attribute
for the classification which once again proves that the Admission Score parameter is very
informative for recognizing strong and weak students.

Conclusions

The classification models, generated by applying the selected four data mining
algorithms — OneR Rule Learner, Decision Tree, Neural Network and K-Nearest Neighbour,
on the available and carefully pre-processed student data, reveal classification accuracy
between 67.46% and 73.59%. The highest accuracy is achieved for the Neural Network
model (73.59%), followed by the Decision Tree model (72.74%) and the k-NN model
(70.49%). The data attributes related to the students’ University Admission Score and
Number of Failures at the first-year university exams are among the factors influencing most
the classification process.

The results and conclusions of the performed study will be used for defining the
further steps and directions for the university data mining project implementation, including
possible transformations of the dataset, tuning the classification algorithms’ parameters, etc.,
in order to achieve higher accuracy for the classes’ prediction. Recommendations will also
be provided to the university management, concerning the sufficiency and availability of
university data, and related to the improvement of the data collection process.
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E-government in the public sector - challenges and paradoxes

Rosen Kirilov

Abstract. IT professionals and ordinary users are witnessing the continuing efforts of
state and local government to achieve an electronic management. At the same time
researches made and general impressions show us clearly, that society does not use the
full potential of electronic services, provided by the administrations. The paper
analyzes the money invested for the electronization of the public sector and the results
obtained. On this basis conclusions are formulated.

Keywords: information technologies, e-management, public sector.

This paper is intended to provide support for answering the question "is e-governance
possible in the public sector?”. Implication that we use is "when will be realized the true e-
governance in municipalities? Is it possible? What are the main problems and challenges? ".
Since the answers to these questions in the context of the concept of e-government are quite
brave, we aim to adduce evidence in support of our view that urgent action is needed to
introduce a uniform computer information system in municipalities. Whether this view is
correct or not time will tell, but at this stage will cite evidence to support this claim.

In early 2012 a team of professionals in local government and information
technologies realized a survey on the level of information technologies in 55 municipalities
in Bulgaria. The survey was conducted by sending a questionnaire by mail.

Here are some of the results that we can cite in support of the thesis of the necessity
of introducing a uniform computer information system in municipalities:

1. The question about how many different software applications are used in the
surveyed municipality has the following answers:

- An average of 55 municipalities surveyed used 7.8 different software applications;

- The minimum number of applications is 2;

- Maximum number of software applications is 30;

The distribution of results is sufficiently indicative of the fact that the municipalities
in Bulgaria continue the practice of using multiple software applications that are actually
unrelated to each other. These results contradict our understanding that e-governance is
possible only when database systems and software applications are integrated with each
other.

2. The question “Does your municipality have software applications designed
specifically for it?”” makes it clear, that only 12 of the 55 municipalities surveyed have such
applications. We think this percentage (about 22%) is too low. Here are a few facts to
support this statement:

- The first step in implementing a data project is realized need of automation in an
activity. Discussed in terms of the design of information systems, we believe that this step

216



INTERNATIONAL CONFERENCE ON APPLICATION OF INFORMATION AND COMMUNICATION TECHNOLOGY AND STATISTICS IN
EcoNomy AND EDUCATION (ICAICTSEE —2012), OcTOBER 5-6™,2012, UNWE, SOFIA, BULGARIA

(phase) is essential. In practice, in most cases, the awareness of the need for automation
arises knee-jerk to the lower levels of management (operational and tactical) and
subsequently is transmitted to higher levels (tactical and strategic). Reaching the desire for
automation to strategic management level is essential, because it commits the company's
senior management with the implementation of IT projects;

- Business processes across organizations and municipalities have a number of
peculiarities. These features can be classified as specifics of interpretation of laws and
regulations, refracted through the prism of applied best practices in local government. The
high level of detail in the description and modeling of business processes can lead to the
identification of municipality typical steps of these processes. All this, along with many
attempts to describe the practice of all processes within an organization, confirm the
assertion that specific business processes require the creation of specific software tools;

- The organizational structures of the different municipalities are different, which was
confirmed by the study. Different organizational structures make use of the same 'type'
software difficult. This means that the roles of individual users in the system are defined
once and are never allowed to be parameterized,;

- We can indicate a number of other examples to support our thesis that creating a
unified software tool and its practical use in a wide range of municipalities would be very
difficult (at times tending to be impossible) and will lead to low efficiency of the software
project.

We believe that there are some steps, which are necessary in order the e-governance
to be possible (Fig. 1).

Realizing the need for e-
governance in the public
sector at the operational,
tactical and strategic level

Making investments in IT
E-Governance in the infrastructure and IT
Public Sector systems a priority for the
municipality

Choosing a strategy for
the implementation of
information policy

Implementation of
Information Policy

Fig. 1. Phases for the implementation of e-governance in the public sector
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In terms of the goal of this paper it is necessary to address the question of the
potential of local IT infrastructure. It can be estimated based on the study of factors that
determine the adoption of modern computer systems.

The analysis of the local information infrastructure at national level in a sample of 55
municipalities identifies the following trends (Table 1).

Table 1. Structure of the municipalities analyzed by number of employees

Employees Municipalities
Less than 50 5

51 to 100 22

101 to 200 16

More than 200 11

As seen from Table 1, most municipalities have indicated that the number of
administrative employees is between 51 and 100 people. These are 22 of the 54
municipalities analyzed. Next are a number of municipalities with a number of employees
between 101 and 200 — 16 municipalities. Third place is for municipalities that have over
201 employees — 11 municipalities. The smallest is the number of municipalities with
number of employees in the municipal administration less than 50 people. The distribution is
shown in Fig. 2.

51to 100
employees

101 to 200
employees

More than 201
employees

More than 50
employees

Fig. 2. Structure of total number of employees in their administration

From the perspective of this report it is interesting for us the structure of employees in
information technologies (Table 2).
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Table 2. Structure of the municipalities analyzed by number of employees in IT

Employees Municipalities
Less than 50 51

51 to 100

101 to 200

More than 201

As seen from the data the largest number of municipalities surveyed have indicated
that the number of IT staff is under 50 people — 51 municipalities. This gives grounds to
believe that the ratio between the number of employees in information technologies and the
number of employees in larger municipalities is quite unbalanced.

Graphical distribution of the results of the number of employees in information
technologies is given at Fig. 3.

Less than 50
employes in IT

51 to 100 101to 200 More than 201
employesinIT  amployesin T employesin IT

Fig. 3. Structure of total number of employees in information technologies in their
administration

The results confirm the fact that as investments in information and communication
technologies are not a priority for most municipalities in Bulgaria, the realization of e-
governance is very difficult.
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Abstract. A company Data Warehouse is usually built following a bottom-up
approach, where the Data Warehouse is a set of materialized views over the whole
information system of the organization, namely a Data Mart. The problem of
integrating autonomously developed data marts can arise when an organization needs to
merge data residing in independently developed data warehouses in order to make a
better decision. Data mart architecture is based on three basic elements: the facts to be
analyzed, the coordinates by which to analyze, and measures that allow a fact to be
evaluated quantitatively. As a result of the Data mart structure there are two levels of
heterogeneities — dimension and fact. The former depends on differences between both
dimensions hierarchies, members of dimensions, and names of members, levels and
dimensions. The latter kind of conflicts occurs when facts in different Data marts are in
different names, values (inconsistent measures), formats or even different scale. This
paper summarizes and analyzes the different types of conflicts and heterogeneities
which can arise when independently developed data marts are being integrated. The
first section of the paper presents the literature overview on the topic. Then the
identified conflicts are reviewed and analyzed.

Keywords: Data warehouse, data marts, integration conflicts, data integration.

1 Introduction

In literature, a data warehouse (DW) can be defined as a highly specialized database
system optimized for decision support. A company DW is usually built by consolidating the
data in all subject areas that are meaningful and helpful for decision making, dividing them
into different data marts (DM). Each DM provides a dimensional view of a single business
process. Business Intelligence tools provide analysis functionality that plays the role of query
interface between the users and the DMs [1].

One problem that needs to be solved in many practical cases is the integration of data
marts that have been developed and operated independently. In our paper we are trying to set
the drivers for such integration. In many cases, data which resides in multiple and
independently developed data sources is needed for decision-making. For example, if we
want to compare several KPI from different DM or to define new KPI, which is defined by
the KPIs residing in several different DMs, we face two possible choices — building a new
DM or the integration of the existing ones. Building a new DM is a costly and time
consuming task, therefore it would be better if we have mechanisms for integration of the
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existing DMs. Another case where DM integration is needed is in mergers and acquisitions
of different companies. In this case for example one company acquires another company and
the DMs in the acquired company should be integrated into the DW of the acquiring
company. Here we have the same possible choices as in the previous case.

The multidimensional model (MDM) on which the concept of DW and DM are based
is built up of three basic constructive elements: the facts which are analyzed, the dimensions
(coordinates of the fact) and the measures which allow for the quantitative evaluation of the
facts [2]. Very often in large organizations the need for integrating independently developed
DM s arises. These data marts should be based on common dimensions and facts, but in many
cases different departments of one company develop their own data marts and their
integration becomes a difficult task. The difficulties come out of the heterogeneities of the
MDM elements and can be classified as dimension conflicts and measure conflicts from a
semantic point of view. The dimension conflicts occur when the dimension schema
structures, dimension members or the naming of semantically related dimensions have
semantic discrepancies. The measure conflicts occur when the measures in different DMs are
in different names, values (inconsistent measures), formats or even different scale. Some
work has been done on the problem of resolving the conflicts occurring in data mart
integration [3], [4].

Dimension conflicts can be further classified as dimension schema conflicts,
dimension member conflicts and naming conflicts. Dimension schema conflicts occur when
two dimensions have different hierarchies with different levels. Dimension member conflicts
occur when two dimensions have mismatched members which correspond to the same level.
Naming conflicts occur when two semantically related dimensions and their members or
levels have different names.

Most often from a structural point of view the possible conflicts are dismissed,
because they are well studied in the literature. In the presented paper we have distinguished
two major types of structural conflicts — Key conflicts and Value conflicts.

The goal of our paper is to summarize and analyze the conflicts during the integration
of heterogeneous multi-dimensional Data marts.

The rest of the paper is organized as follows: Section 2 introduce the analysis and
summarization of semantic conflicts occurring during the DM integration. In section 3 the
structural conflicts are identified and analyzed. Finally in section 4, some conclusions and
future work are inferred.

2 Semantic Conflicts

In recent years, the data integration community has been focusing on semantic
heterogeneity of data. The semantic integration problem is far more complex than structural
integration since semantic heterogeneity refers to how users interpret the meaning of given
schema elements according to their understanding of the real world [5]. In the literature the
following semantic conflicts during the integration of autonomously developed and operated
Data Marts are considered [3], [4], [6] (fig. 1.).
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Fig. 1. Semantic conflicts in heterogeneous Data Marts

2.1 Dimensional Conflicts

Dimension conflicts can be classified as dimension schema conflicts, dimension
member conflicts and naming conflicts as shown in fig. 1. These conflicts are result from the
heterogeneity between the integrated dimensions.

Dimension schema conflicts occur when two DMs have different dimension
hierarchy, with possibly different dimension levels. There are several degrees of
correspondence among sets of levels depending on what is the equivalence of the levels and
their hierarchy [6]. Two levels are equivalent if they model the same ontological concept.
We have recognized four types of conflicts — (1) Non-corresponding dimension schemas (2)
Partial-corresponding dimension schemas (3) Flat corresponding dimension schemas and (4)
Domain conflicts. Non-corresponding dimension schemas conflict occurs when there are no
common aggregation levels. Partially corresponding dimension schemas conflicts occur
when the level sets of two dimension schemas have at least one, but not all equivalent
level(s) in common. Flat corresponding dimension schemas conflict occurs when two
dimension schemas have the same levels, but a different hierarchy. Domain conflicts occur
when two attributes in level schemas of autonomous dimensions assign different sets of
allowed values.

Heterogeneous members among dimensions can only be recognized correctly between
homogeneous dimension schemas. This means that the dimension schema conflicts should be
reconciled before the dimension member conflicts. Dimension member conflicts occur when
two dimensions have mismatched members. Conflicts among dimension members may be
caused either by single values of member attributes or by the member extensions as a set.
Therefore, we further categorize (1) heterogeneities across single members in the dimension
extensions, and (2) heterogeneities among the among the member sets as a whole. In order to
determine and classify the dimension member conflicts we have to define member
equivalence. Two dimension members are equivalent if they describe the same real world
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entity. If two dimension members are not equivalent then the integration of the dimensions is
not possible. If two dimension members are equivalent then the following conflicts can
occur: heterogeneous roll-up functions and overlapping member extensions. The former
conflicts occur when single member value rolls up to ambiguous parent member value. The
letter conflicts occur when sets of members among two equivalent levels contain at least one
pair of equivalent members.

Naming conflicts among dimensions can be defined as the occurrence of different
words as labels of semantically equivalent entities in multi-dimensional Data Marts across
schema boundaries. Due to the lack of standardized ontological vocabularies for the Data
Warehousing domain, every organization usually maintains its own “private” vocabulary,
which is well-known to the members of the organization but not to the public. Thus, it is
common that heterogeneous vocabularies underlie the models of semantically “same"
ontological concepts in the schema of a Data Mart. The naming conflicts across dimensions
become obvious as soon as independently developed, but semantically related multi-
dimensional schemas have to be integrated. In general, naming conflicts in the dimensional
model of a data mart can be either homonyms or synonyms. Homonyms to attribute or level
names occur if an identical name matches a different concept. In contrast, synonyms occur if
several different level or attribute names map to the same concept. In the multi-dimensional
model, heterogeneous attribute names affect dimension schemas and fact schemas alike.
Naming conflicts among autonomous dimensions may occur within: (1) the name of the
dimension, (2) level names within hierarchies, and (3) level attribute names in level schemas.

2.2 Fact Conflicts

Fact conflicts occur when the measures in different fact schema are in different
names, different values (inconsistent measures), different formats, or even different units.
Such conflicts can be further classified into three categories: Naming conflicts: such conflicts
occur when two local fact schemas have semantically related measures and dimensional
attributes with mismatched names. Inconsistent measures: such conflicts occur when two
local fact schemas have semantically related measures with mismatched values. Measure
scaling conflicts: such conflicts occur when two local fact schemas have semantically related
measures with mismatched scales.

Fact naming conflicts can affect the following elements of fact schemas:
1. The name of the fact table;

2. Dimensional attributes of the fact schema;

3. Measures names;

2.3. Data Mart to Data Mart Conflicts

These conflicts occur when semantically related local Data Marts are created by
different dimensional models. For example, suppose a Data Mart DM1 was modeled in star
schema, but the other Data Mart DM2 was constructed via snowflake. Generally, a Data
Mart allows the human business analyst to interpret numerical benchmarks modeled as
measure variables in the particular context or business perspective given by the DM’s
dimensions. Sometimes, part of the fact context is modeled using elements at the schema
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once and elements at the instance level once across distinct autonomous Data Marts. In
particular, the multi-dimensional model provides measure attributes and dimension members
for representing context information within the schema or instance of Data Mart,
respectively. If dimension members are used, the context information is directly and
conveniently visible from the DM as an additional dimension variable in the fact schema.
Otherwise, special names for measures in the cells encode the context information implicitly.
In the latter case, the fact context is only obvious from the presence of several measure
variables, the semantics of which are closely related.

In most cases it is adequate to represent the context of facts exclusively within the
members of dimensions. The reason for this is twofold. First, the names of measure variable
subsets representing some part of the fact context can be viewed as enumeration of the values
of an implicit, invisible context dimension. Second, the dimension schema provides
additional properties e.g., hierarchies, non-dimensional attributes that allow the members to
be modeled more precisely. Thus, using dimension members for expressing the fact context
leads to more concise and more easily comprehensible DM’s schema.

3 Structural Conflicts

Structural conflicts are well analyzed in the literature on the domain of database
integration, but not as well analyzed when it comes to the integration of multi-dimensional
data models. In our paper we are trying to analyze and classify them. In [7] the authors
propose a classification of conflicts occurring in databases. They distinguish the following
conflicts:

Value-to-Value conflicts - these conflicts occur when databases use different
representations for the same data.

Value-to-Attribute conflicts - these conflicts occur when the same information is
expressed as values in one database and as (an) attribute(s) in another database.

Value-to-Table conflicts - these conflicts occur when the attribute values in one
database are expressed as tables in another database.

Attribute-to-Attribute conflicts - these conflicts are caused by using different
definitions for the semantically equivalent attributes in different databases.

Attribute-to-Table conflicts - these conflicts occur if an attribute of a database is
represented as a table in another database.

Table-to-Table conflicts - these conflicts are caused by representing the information
of a set of semantically equivalent tables in a different number of tables in other databases.

Based on this classification we can distinguish the following (fig. 1.) structural
conflicts in autonomously developed and possibly heterogeneous Data Marts.
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Fig. 2. Structural conflicts in independently developed and heterogeneous DMs

According to our classification there are two types of structural conflicts: Key
conflicts and Value conflicts.

Key conflicts may occur in independently developed DMs when a different set of
attributes are used for the unique identification of any tuple either in dimension or fact
schema.

Value conflicts can be further classified as data type, data coding or naming conflicts.
The data type conflict occurs when different data types are used for storing semantically
related data. The data coding conflict can occur when different methods for coding the data
are used. The naming conflicts are similar to those described previously.

4 Conclusions and Future Work

In this paper we have focused on the problem of integration of Data Marts, with the
main emphasis on classifying and analyzing different types of conflicts.

We have classified the conflicts as either semantic or structural. The semantic
integration problem is far more complex than structural integration since semantic
heterogeneity refers to how users interpret the meaning of given schema elements according
to their understanding of the real world. Thus, we propose that the order of conflicts
resolution should be (1) resolving semantic conflicts and then (2) structural conflicts when
integrating Data Marts autonomously. In general, heterogeneities among dimensions are
repaired before conflicts among facts, because fact schemas logically depend on the
dimension schemas in the multi-dimensional data model.
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Databases in Case of Using Natural or Non-Natural Keys
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Abstract. Choosing a primary key is of a particular importance in the design of a
relational database. What are the possible keys, i.e. which columns or combinations of
columns are candidate keys? Which of these candidate keys is best suited for a primary
key?

For quite some time, a trend is gaining more popularity for choosing a primary key -
not to use the existing columns of the relationship but to create new, additional column
to ensure the uniqueness and to act as a primary key. Recently it became a common
practice to use artificial or surrogate identifiers, even in cases where the relationships
already have perfectly suited natural identifiers.

Using artificial keys is motivated mainly by practical considerations - the keys are
shorter, do not have cascade update when changing the key, queries run faster etc. Does
using of non-natural keys really reduce the size and increase the performance of the
database? This study is testing what is happening with the database in adopting one or
the other approach.

Keywords: primary key, natural key, non-natural key, query performance

1 Introduction

Over the years, almost from the inception of the relational data model has been discussion
about the possibilities of using artificial keys and their advantages and disadvantages.
Opinions are divided on this issue. Even the world-recognized authorities in the field of
databases have opposing views.
Recently it became a common practice to use artificial or surrogate identifiers such as:
o AutoNumber,
o Identity,
e Serial,
* Sequence, etc.

1.1 Definitions

Different authors use different terms such as: natural key, relational key, user-controlled key,
artificial key, surrogate key, exposed physical locator etc. For the purposes of this study will
distinguish two main categories of keys:
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Natural key: A key composed of the attributes of the relationship, each of which has a
value, which is defined outside the database. Otherwise, we will call natural these keys,
which are based on the attributes of the relationship existing in the real world. It does not
matter whether these attributes are physical characteristics or other intrinsic properties of
objects or are given from state or other authority.

Non-natural key: A key that was created and exists only in the database, which has no
analogue in the real world. Otherwise, a non-natural key will understand each key that is not
natural, including artificial keys, surrogate keys and physical locators.

1.2  Related Work

For the first time the idea of using surrogate keys is set in 1976 by Hall, Owlett and Todd [1].

In 1979, during the presentation of the RM/T model Code adopts the idea by proposing
the use of surrogate keys (surrogates), which are created by the DBMS and are unique to the
entire database. Users will not be able to control the value of surrogate keys and this value
will not be visible to them. Code, however, specifies that introduction of the surrogates does
not make user-controlled keys obsolete. Users will often need entity identifiers (such as part
serial numbers) that are totally under their control, although they are no longer compelled to
invent a user-controlled key if they do not wish to [2].

Most works do not contain experimental data. In recent years, several experimental
studies were presented, such as [3] and [4]; however they are limited in scope.

1.3 Objectives

The main objective pursued by the present study is to determine the impact of the choice of a
primary key on the size of the database and the time of execution of queries.
This research will provide contribution to the following areas:
e Design of a hybrid schema in which some relations have natural and others non-
natural keys;
e Create multiple queries for data retrieval (Select), and the modification (Insert,
Update, Delete), corresponding to the actual queries used in an application.

2  Testing the Volume of the Database

Here are some of the preliminary results of the tests. In the Table 1 you can see the volume
of the database in three different cases:

e Incase of schema with natural keys

e Incase of schema with artificial keys

e Incase of hybrid schema
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Table 1. Size of the Database.

Parameter Database with Database with Database with

natural keys non-natural keys hybrid schema
Number of tables 17 19 19
Number of indexes 46 56 50
Size of the database 56,934,400 29,417,472 30,306,304
Percent 100.00% 51.67% 53.23%

As seen from the results, the size of the database with non-natural keys and hybrid schema
is almost half the size of database with natural keys. Changing of the size of the tables can be
calculated using the following formula:

m n

DS =>.(n;=s;)r [
i-1 =
Where:

s is the size of the non-natural key,

n is the size of the natural key,

r is the number of the records,

m is the number of the tables with non-natural key,

n is the number of the related tables with distributed foreign key.

The same formula can be used to calculate the change in the indexes.

3  Testing the Query Performance

Tests with changing the data in the main tables are conducted to measure the performance of
the database. Queries are performed to insert, update or delete 1000 records in each of these
tables.

3.1  Testing Performance of Insert Queries

Table 2 presents the execution times of queries, which are inserting new records in the main
tables of the database:
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Table 2. Performance of Insert Queries (sec.).

Query name Database with Database with Database with

natural keys non-natural keys hybrid schema
InsertProperty 0.4688 0.5000 0.4844
InsertTenant 0.3438 0.4063 0.3906
InsertContract 0.5625 0.5469 0.5156
InsertCharge 0.6250 0.6094 0.6094
InsertPayment 0.7344 0.6563 0.6250
InsertPaymentDetail 0.4531 0.4844 0.5000
InsertAccount 0.5469 0.5469 0.5000
Average 0.5335 0.5357 0.5179

3.2 Testing Performance of Update Queries

Table 3 presents the execution times of queries for modification of the contents of the
records in the main tables of the database.
Queries which are changing the contents of the primary key are presented separately.

Table 3. Performance of Update Queries (sec.).

Query name Database with Database with Database with

natural keys non-natural keys hybrid schema
UpdateProperty 0.4375 0.3750 0.3594
UpdatePropertyKey 1.2656 0.3438 0.3438
UpdateTenant 0.4219 0.3438 0.3594
UpdateTenantKey 1.1406 0.4219 1.0000
UpdateContract 0.4688 0.4063 0.3906
UpdateCharge 0.5156 0.5938 0.5781
UpdatePayment 0.7188 0.6406 0.6250
UpdateAccount 0.4844 0.4063 0.3906
Average 0.6816 0.4414 0.5059

3.3 Testing Performance of Delete Queries

Table 4 presents the execution times of queries, which are deleting records from the main
tables of the database:
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Table 4. Performance of Delete Queries (sec.).

Query name Database with Database with Database with

natural keys non-natural keys hybrid schema
DeleteAccount 0.5313 0.4688 0.4531
DeletePayment 41.8594 39.7500 39.2500
DeleteCharge 0.5781 0.5313 0.5000
DeleteContract 0.4844 0.4844 0.4375
DeleteTenant 0.5156 0.5781 0.5469
DeleteProperty 0.5625 0.6406 0.5938
Average 7.4219 7.0755 6.9635

4  Future Work

The study is still ongoing. Further tests must be performed:

e Testing Performance of Select Queries;

e  Performing tests among different DBMS;

e Testing with a different number of records;

e Comprehensive evaluation of performance through the use of empirical data on the

frequency of execution of queries.
Then the final conclusions will be made about the effect of using different keys on the

performance of queries in the database.
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Abstract. The structure of the software that is developed over the last decade has been
designed with the idea of interoperability, i.e. modern software is composed of services
- software components that isolate the implementation of certain functionality can be
used in isolation or as part of other components (e.g. to be orchestrated) and introduce
themselves via a standardized interface. The can be different types of program
components that implement various activities of a business application, depending on
the architecture of the program execution environment. Some types of software
components are designed to be interoperable, other types are designed to run standalone
and are “closed” for communication with the external software world. One option to
create an integrated solution to information problems is a complete rewrite of all the
"old" (welded) applications using a popular information technology system for building
service-oriented (SOA). Apparently, this approach would be extremely costly and
lengthy so that most companies can’t afford it. This paper proposes an alternative one,
by which the "old" applications or at least part of their functionality can be "packed" as
a service, following already accepted standards in order to be usable by other systems.
A concept of a software layer for existing business applications integration is proposed.

Keywords: Integration, service-oriented architecture, integration methodology,
interoperability

Introduction

The majority of organizations have built business applications needed for their
information service in decades. During this long period of time they repeatedly changed both
the organizational structure and business logic of the enterprise and the information
technology for the automation of these activities. As a result, many organizations operate in a
number of business applications, that on the one hand are inconsistent in their architecture
and the other hand meet the needs of the business. They have the following key issues:

e The need for multiple data entry into various systems, which increases

processing and labour consumption and the number of entry errors

e Duplication of similar processes in different applications

e High volume communication flows between different applications

The main advantage of the interoperability of business information systems is that
the business process can begin and end anywhere in the world, regardless of the required
types of hardware and software for its automation.

Interoperability of business processes increases manifold usability of the system
from the perspective of the user, as it increases the productivity of work. It reduces the

232



INTERNATIONAL CONFERENCE ON APPLICATION OF INFORMATION AND COMMUNICATION TECHNOLOGY AND STATISTICS IN
EcoNomy AND EDUCATION (ICAICTSEE —2012), OcTOBER 5-6™,2012, UNWE, SOFIA, BULGARIA

number of human errors and the time to extract useful information from the system. The user
focuses on solving the task, not the on the tools used to implement this solution.

Interoperability of software components with different

architecture

Software components that implement the various activities of the business
application can be of different types, depending on the architectures of the software
development and the program execution environments:

e services

e stored procedures in the database that underpins the application

e software classes and objects specific to used IDE

e system functions of the operating system

The structure of the software that has been developed over the last decade has been

designed with the idea of interoperability Modern software is composed of services -
software components that isolate the implementation of certain functionality. They can be
used in isolation or as part of other similar components (e.g. be orchestrated) and present
themselves via a standardized interface.

Services can be used in many different ways by different types of “customers”:

e intelligent applications that interact with one or more services cached
information extracted from them and provide both interactivity and support for
batch processing of data

e intelligent devices e.g. phones

e user interface modules, e.g. portal applications or electronic controls of
documents

e automation systems - customers that do not provide user interfaces, except in
case of exception processing

e service orchestration processes, i.e. services that activate other services to
implement aggregate functions. Through services orchestration model the
whole business process is implemented.

All other types of program components are not designed to be interoperable. An

interoperable software component should have the following properties:
e itis self-described to be discoverable and usable by other software components
e it runs without interruption from beginning to end, regardless of any inconsistency
between the information technologies that are implemented
e it can receive and send messages in a standardized format through which to
communicate with other software components
e it does not include human labour that can’t be classified as indispensable
In context of opportunities for integration, besides the web services, the most
flexible are stored procedures. Modern DBMS provide a wide range of tools for creating
stored procedures including embedding different languages and programming technologies
and tools to provide existing stored procedures as services. Based on the fact that this
procedural element of a database is good enough to describe the ultimate functionality and
can easily be made available for use, it can be argued that the stored procedures to integrate
most easily.
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Factors for determining the appropriate level of interoperability
Before you choose a technology for software components integration, you have to

choose which ones and to what extent it makes sense to be restructured as interoperable.
Business factors

e Importance of components from the perspective of the overall activities of the
organization. The greater part of the operations automates a software component,
the more information it provides to the management of the organization, the more
serious investment can be made in the implementation of its interoperability.

e Compliance of the implementation of business logic components. Software
components that do not comply sufficiently with the logic of business processes
should rather be redesigned and rebuilt than integrated with other components.

e Dynamics of actual business process. The more dynamic a business process is, the
more meaningful is its conversion to take the form of one or more services.

e Degree of decentralization of business process - the business processes that are
spatially diffused is particularly important to work as interoperable

e Number of current and future users of applications, both human and other
Technological factors

e Openness - it depends on how standardized interfaces that provide component, data
structures and messages that can be exchanged, as well as its ability to self-describe.

e Architecture - the more isolated the business logic from the user interface of the
software structure is, the higher the degree of interoperability can be achieved.

e Embedded security, as well as options given for authentication and authorization of
users of different kinds - people, applications and smart devices.

e Productivity to be achieved in the interaction. It depends significantly on the
performance of individual software components taken from the volume of data
exchanged and the communication speed

/ }
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Figurel: Factors for determining the appropriate level of interoperability

An approach to integrate incompatible software components

One option to create an integrated solution to information problems is a complete
rewrite of all the "old" (welded) applications using a popular information technology system
for building service-oriented (SOA). Apparently, this approach would be extremely costly
and lengthy that most companies can’t afford.

In recent years, three main technologies for interoperability of processes:
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e Infrastructure-oriented messages (MOM — message-oriented middleware).
Through this, the programming layer provides asynchronous communication
for integrating applications in loosely coupled relationships of the supplier and
customer.

e Building Bridges (direct links) between applications. The approach is applied
very rarely, only when the performance of the system has a higher priority than
interoperability.

e XML web services. XML web services based on standards by which to
overcome the barriers posed by different programming environments, operating
systems and platforms.

The highest degree of interoperability can be achieved by a selection of software
architecture, which consists of XML web services, instead of the mechanisms associated
with the remote procedure call. A significant advantage is that the services are self-
describing and based on the standards by which to overcome the barriers posed by different
programming environments, operating systems and platforms.

With the integration of legacy, applications could apply a combined approach — a
selected functionality can be packed as a service by creating a software layer for processing
of the messages that activates it and handles the returned result.

A software layer for implementing existing business applications
integration

Different types of software components should be used by standard services that
make up interoperable business applications of "modern" generation. Their internal
organization and functions are different, but their "skin" should look the same, although it is
implemented specifically for each type.

One possible approach to the integration of software components of various types
into interoperable business application development is to develop a specialized software
layer that includes:

e Adapter that first organizes the communication between services and packaged
"welded" components, and on the other hand takes care of the overall management
of "bundled components" extracting their descriptions, running them according to
their extracted description, and receiving the results of the processing and
transformation into a standard message structure (e.g. XML)
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Figure 2: Model of a software layer for implementing existing business
applications integration

e Typed descriptions of "packed" components to be integrated. These
descriptions should specify name, location, arguments and execution results
including possible exceptions of each packed component. Generally these
descriptions may be organized like WSDL.

e Packed components including the skins that hide their specificity, so that their
invocation during exploitation can be done in a uniform way

e A database encapsulation layer which hides the implementation details of
database(s), including their physical schemas, from the business code. This
layer provides business objects with persistence services — the ability to read
data from, write data to, and delete data from data sources. This layer also
provides persistency for descriptions of "packaged" components to be
integrated
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Figure 3: Functionality of the Adapter

Conclusion

Business processes have been and always will be a main reference point for the
selection of the architecture of computer systems. The more distributed and interconnected
are the business processes, the higher the extent of business applications integration is
needed.

The higher extent of interoperability of "existing” business applications is required,
the more expensive and complex are process that needs to be undertaken. A highest extent of
integration is necessary for software components, with highest importance and usability to
the organization. It can be done in cases where there are no unsolvable or unreasonably
expensive (outweighing the costs of migration) technological problems.

The next step for implementation of these approaches is to design the "packing" of
the various software components that build business applications inherited from the recent
and distant past.
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INFORMATION SYSTEM FOR TAGGING, INDEXING
AND SEARCH
OF UNSTRUCTURED DATA

Maria Marzovanova, Teodora Tsoykova, Valentin Kisimov

Abstract. Piling up large amounts of information in diverse areas of science and
business in the form of documents, with no certain rules for their structure, is the main
cause of the difficulties in searching and subsequent efficient reuse of that content. Any
information that either does not have a pre-defined data model and/or does not fit well
into relational tables is referred to as unstructured data. Usually those are customer
reports, invention proposals, e-mail messages, draft documents, project plans,
operational memos, etc. With the increasing of the role of Web 2.0 technology, where
all information is in Web pages, the unstructured data is becoming more and more
important. If we add audio, movies and pictures, the amount of the unstructured
information is becoming more essential. In the world, more than 70% of the
information is in unstructured form. The processing of unstructured data results in
irregularities in comparison to the traditional computer programs using stored data in
Databases and in structured files. General approach to work with unstructured data is to
apply tagging, creating indexes, and special search mechanisms based on the tags. The
purpose of the current paper is to propose an Information system based on tagging
principles, creating special interfaces to the unstructured data formats, and using
dedicated search algorithms for finding the required information.

The paper proposes an ICT architecture of Information system, using unstructured Non-
Web and Web 1.0/2.0 data sources, applying Taxonomy of aggregatede tags, creating
Indexes according to the Taxonomy, and building the correpondent Search algorithms.
The developed Interfaces provide access to the main unstructured data formats —
HTML, Word, Pdf, XML, etc., where the access to all those formats is standardized.
For aggregation of tags into Taxonomy, a special system is developed, where different
relationships between the tags are possible for the creation of an extended taxonomy —
parent-child, association, and similarity. The Indexes are a new type of information
pointers for the unstructured data, helping the search algorithms. The paper offers a
prototype ICT solution, where main functionality is tested.

Keywords: tagging,indexing, search, unstructured data, ICT architecture

Introduction

Piling up large amounts of information in diverse areas of science and business in the
form of documents, with no certain rules for their structure, is the main cause of the
difficulties in searching and subsequent efficient reuse of that content. Any information that
either does not have a pre-defined data model and/or does not fit well into relational tables is
referred to as unstructured data. Usually those are customer reports, invention proposals, e-
mail messages, draft documents, project plans, operational memos, etc. With the increasing
of the role of Web 2.0 technology, where all information is in Web pages, the unstructured
data is becoming more and more important. If we add audio, movies and pictures, the
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amount of the unstructured information is becoming more essential. In the world, more than
70% of the information is in unstructured form. The processing of unstructured data results
in irregularities in comparison to the traditional computer programs using stored data in
Databases and in structured files.

Unstructured data and tagging

As most of the definitions for unstructured data explain it in contrast to structured data, it
is good to start with clarifying the second term first. Very neat and clear distinction between
these two areas of data is given by the authors of the book Text mining [1]. Simply put they
write that if you ask a data-mining specialist, as data-mining applications are all about
structured data, they see data in numbers. On the other hand if text-mining specialists work
with readable content where every word has its obvious meaning.

Structured data in this book is defined as all data that can be transformed by a “data
preparation” process or can be collected based on careful prior design for mining. For that
purpose it’s important that the items that will be used to be clearly described over a range of
all possibilities, and these are then recorded uniformly for every example that is a member of
the sample. Each attribute has either numerical value that can be compared or it has a code in
a numerical format. The meaning of the code is described elsewhere.

Therefore, if data can be described by a spreadsheet with its tabular format, then it is
structured. All other data is classified as unstructured. In the area of unstructured data
Geoffrey Weglarz finds two major groups — textual object and bitmap objects [2]. People use
and produce that kind of data every day and if a proper tool for processing and information
retrieval is applied on that data, it would save these people time and increase their efficiency.
This paper’s proposed system architecture is regarding the needs and specifics of the textual
data-division.

The popular approach for organizing textual data is categorization. Two are the best
known mechanisms for that — taxonomies and folksonomies. Basically the process in both
cases consists of putting some piece of data into a category, that is part of the used structure.
Some of the differences are that folksonomies are user-generated, with no control and
predefined structure and they are used for categorizing web data. Taxonomies when used for
organizing information are usually part of a specific system, they are created by specialist,
difficult to customize and with strong rules for modification. They are both usable for what
they have been created but in matter of unstructured data management one major
disadvantage emerges in all popular systems based on them. The way these systems are
developed tagging or classification can’t be done without human intervention, people should
first read the text and then put it in a category. Moreover it’s the same when retrieving the
results of a search, people would know if this is the appropriate document only after having
spent some time reading it. [3] [4].

Information system architecture

The definition of information retrieval system, is that it is a system that is capable of
storage, retrieval, and maintenance of information. Information in this context can be
composed of text (including numeric and date data), images, audio, video and other multi-
media objects. [5]
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Melucci and Baeza-Yates in the book Advanced Topics in Information Retrieval-the full-
fledged web search engine would contain three components — a crawler, an indexer, and a
query processor [6]

Based on that definitions this report offers an architecture for Information System (Fig. 1)
containing the following sub-systems — Information system for creating
taxonomy/folksonomy and Information system for tagged knowledge search.

The component of the information system for creating and managing
taxonomy/folksonomy is responsible for organizing a group of terms in an extended
hierarchical structure. The resultant structure is based on hierarchical and relationl taxonomy
but aggregating features from folksonomy, thesaurus, ontology and dictionary.

The system for tagged knowledge search is designed to assist users in organizing
unstructured content and performing subsequent search queries. In its foundations lie four
main objectives:

Accessing various types of unstructured data sources,

Tagging specific pieces of content of the unstructured data sources,
Indexing,

Search queries execution.

This report is focused on this second component of the bigger system and its architecture.
The following sections describe in details how each of the four objectives is fulfilled in the

proposed software solution.
Taxonony/
Folksonormy

Weh\

System for creating -
taxonaomy/folksonomy

_ —: ‘Adding documents |

| il
LInstructured 1 : Portal
data 1 Tagging &1
. :
' Indexing b
l‘ | ’J"I
< |
Search
w : | System for
e : ---------------- tagged-knowledge
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Fig. 1.

Accessing content and tagging

As mentioned above, unstructured data comes in a variety of file formats each having its
own structure and representation specifics. The differences between the file formats
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influence accessing their content and performing the system procedures on it. This issue
leads to the first component of the system — accessing content.

For the system needs its necessary to treat the different unstructured-data sources equally.
The solution is to develop mechanism for format recognition and separate interfaces for each
of these formats. Once the content is reached it can be extracted to a common format in the
system for further use. Such functionality is in the area of text engineering and there are a
number of software tools and development environments available that can be of help.
Among the popular software dealing with the problem GATE is known to be the most
appropriate for the needs of the system. [7]

GATE or General Architecture for Text Engineering [8] is a Java suite of tools originally
developed at the University of Sheffield beginning in 1995 and now used worldwide by a
wide community of scientists, companies, teachers and students for all sorts of natural
language processing tasks, including information extraction in many languages.

The GATE family includes:

an IDE - GATE Developer - an integrated development environment for language

processing components bundled with a very widely used Information Extraction system

and a comprehensive set of other plugins,

o aweb app - GATE Teamware - a collaborative annotation environment for factory-style
semantic annotation projects built around a workflow engine and a heavily-optimized
backend service infrastructure,

o a framework - GATE Embedded - an object library optimized for inclusion in diverse
applications giving access to all the services used by GATE Developer and more,

e an architecture - a high-level organizational picture of how language processing software

composition,

a process for the creation of robust and maintainable services.

One of the reasons GATE has lasted well and been successful is that the entire core is
broken down into reusable chunks. Using Gate Embedded it is possible to embed language
processing functionality in any application.Fig. 2 summarizes the main APIs available.
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Having in mind the outlined objectives of the System for tagged knowledge search the
java application embedding gate functionality includes components

Information about all the unstructured-data sources imported for processing is saved in a
table in the system’s database. The developed Gate application locates these files and unites
them to form a GATE Corpus. A Corpus is a language resource in GATE and in fact that is a
set of Documents that you can run a process on without caring about the files” actual format.

As they say in the GATE user guide, the basic business of GATE is annotating
documents, and all the functionality it offers is related to that. Adding a document in a
corpus is basically a preparation for putting some annotations on it. The annotating GATE
component used is the ANNIE Gazetteer. Its responsibilities in the system include getting a
list of terms, extracted in advance from a certain taxonomy/folksonomy, and annotating
every occurrence of them in the content of the corpora documents. As a result of that process
an XML file for each document is created. That file has all the content of the original source
extended with the tags applied on the terms’ occurrences and a list of all added annotations
in the end. The list of the annotations is used to extract information about which term in
which file is found. That information is then saved in a database table for further use.

Interfaces and annotations

B

List of terms from taxononty

@) =
List of annotations
( D # ANNIE #

Document corpus XML — tagged
document content

Fig. 3

Indexing and searching

Searching in the system is actually performed over the terms used to build a
taxonomy/folksonomy. The results presented in the end are based on the indexes connected
to the terms that suit best a certain query entered by the user.

What is called an index in this case is a structure that makes the connection between a
term from a taxonomy/folksonomy and its occurrences in the content being searched. It’s
more like a pointer that consists of two groups of fields holding information about the term
and the annotation, respectively (Fig. 4.). To identify the term with its specific use in a
certain taxonomy it has the term’s id and the taxonomy/folksonomy id. The document id and
the annotation position constitute the second group of fields.
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The information needed to create an index is taken from the results of the annotating
process. The indexing is entirely automated process that starts right after the end of tagging.

The system is designed to provide a wide range of search options. Starting from the
mechanisms closest to the database of terms, the first process is analyzing the user’s query.
The aim at this point is to recognize the terms saved in the system in the entered query. As a
result all uses of the entered text or similar to it are visualized, so that the user can choose
which one to proceed with. From the system’s point of view this gives information about the
taxonomy and the exact term use.

Getting a little more distanced from the database of terms, the user can choose between
term focused search and subject focused search. The term focused search is limited to results
including only the term entered, while subject focused search delivers additional results
including terms connected to the entered one. The relationship between the additional terms
is defined in the taxonomy and these actually are the terms having a direct relation of any
type to the one that the user looked for. In this case documents containing synonyms,
translations or details of the needed term will not be omitted.

Conclusion

The paper presents an architectural solution for reengineering of unstructured non-Web and
Web 1.0/2.0 data and documents for the purpose of tagging tem, indexing of those data, and
providing searching of these data. Special type of taxonomy is used, having hierarchical and
relational links, making it as a transition to a ontology. The proposed architecture has been
prototyped and tested in UNWE, Bulgaria.
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Abstract. In today the main problems attendant on the business applications are
relevant to their productivity and performance.

The problem of monitoring and productivity optimization of the database of a business
application is a traditional problem and for its solution there are many various concepts
and software products developed. But all solutions perform monitoring on the current
condition of the information system which makes the process of optimization slow and
ineffective.

The current report proposes architecture for monitoring the current and the future state
of a database and explains the idea of forecast and monitoring the future state of a
database.

The proposed architecture would give the business enough time for reaction and timely
organization of problem solving.

Keywords: database, database monitoring, database administration, database
performance, performance forecast

Introduction

Business software applications’ main problems are relevant to their productivity and
performance.

Business information systems’ productivity is an indicator determining the data processes’
execution time and users’ response time.

Together with the complex information systems’ architecture, a very important indication
for the development of the information system is the permanent growth of stored and
managed data. This growth worsens the system’s productivity and decreases the system’s
performance.

The solution to the problem with the systems’ productivity has already been established,
but in some aspects there are serious weaknesses provoking the research better solutions.

The problem of business information systems’ monitoring and optimization has been a
current topic in recently because the need for a solution is recognized in more and more
business areas.

State of the art

The problem

With the development of new technologies in the modern world, the work of a business
organization is monitored by the so-called monitoring systems. The monitoring of an
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information system’s operation and database monitoring in particular is a task which has
been defined and implemented for a long time. The problem of monitoring and productivity
optimization of the database of a business application is a traditional problem and for its
solution there are many various concepts and software products developed.

The basic concepts are developed in two main directions: monitoring of the condition and
providing opportunities for change. Most of the modern database management systems
(DBMS) integrate various implementations of these concepts in the form of software
components, system elements and integrates external ones.

system’s
productivity

system’s
performance

Fig. 1. The problem

Literature review — monitoring systems

The monitoring systems propose consolidated information that displays the present status
of an information system.

These reports notify the database administrators and system administrators for potential
problems. Thereby the reports help administrators to manage the system better.

The common technique among the existing solutions for performance management
problems is system monitoring. Most of database management systems’ manufacturers have
implemented functionality for the activity monitoring in their software products.

The common functionalities and characteristics that monitoring systems propose can be
summarized:

— Monitoring systems propose tracing system’s activity. They trace a set of execution
characteristics and health indicators of the system. Indicators like database calls,
execution time of the queries, number of rows, active sessions, system resources —
occupied RAM, CPU status and many others.

— Monitoring systems propose creating and editing user defined indicators for
monitoring.

— Monitoring systems propose editing and inserting system’s bottlenecks.

— Monitoring systems propose generating a signal for occurred problem with the system.
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— Monitoring systems propose receiving a signal in real time when some of the indicators
exceed some bottleneck.

— Monitoring systems propose tools for visualizing of the monitoring values.

— Monitoring systems propose consolidated summaries which show the present status of
the system.

— Some monitoring systems propose analyzing of some queries and transactions and
eventually solutions for improved performance in the present moment.

The summarized characteristics are found in known tools as for example:Oracle

Enterprise Manager (5),

Applications Manager - Database Query Monitor, (6)
SQLDBManager Plus, (7)

DB Monitor Expert (8)

AppSQL Xpert, (9)

Qure, (10)

Apyru.

After the performed literature review of the existing systems, a search for better solutions
that give administrators enough time for reaction is inevitable.

C
o @ @
L L ®
Monitoring the present
state of a database alert NO TIME FOR
.for potential performance REACTION!

problems
o

Fig. 2. The present state of the problem

Results

The idea covers tasks and concepts that are very similar to those of business intelligent
systems - data collection, storage history, producing new values based on the accumulated
history, forecast. That's why, this report takes the idea of the architecture of business
intelligent systems and develops it further to serve the idea of future forecasted environment,
monitoring in forecasted state of the database.

This idea can be realized with the help of a business intelligent system which would have
the following architecture:
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Fig. 1. General Bl architecture for monitoring the current and the future state of a database

Fig.3. Architecture of a business intelligent system for monitoring the present and the future state of a
database

The data source in the proposed architecture consists of the database of the business
information system (1) and the database that stores metadata (3) for the management process
of generating the structure of the data warehouse. This metadata is stored with a set purpose -
automatic generation of data warehouse according to the specifics of the database. The idea
is to generate a data warehouse with a structure that is appropriate to a different DBMS. The
data warehouse is designed to store historical information that is extracted from the system
tables and the tables of statistics of a particular DBMS.

The data warehouse is loaded by ETL processes (4, 5). The data warehouse (6) is the
structure of tables that stores statistics for the execution time of queries, data volumes in
different database objects and other necessary relevant statistics for generating forecast
values.

ETL tools, stored procedures, offline processing or other appropriate tools (4, 5) provide
generation capability of statistical values at a precise time, depending on how dynamic the
process of system operation is.

After collecting enough historical information about the operation of the system (6),
predicted values (8) are generated periodically (7) based on the gathered statistic.

The generation (7) of these forecasted statistics can be done using statistical packages,
Data Mining, stored procedures, MS Excel and many other instruments.

In the proposed architecture a data warehouse component with forecasted data is
provided. This is still a storage structure (8), since this is historical data, accumulated values
for different periods, with the only specific that these periods are in the future. Apart from
data warehouse with forecasted information about data values that are stored in the system
and the execution time of queries, the architecture makes the collection of correlation
statistics (9) between data volumes and the execution time of queries for a certain period of
time possible.

The correlation coefficient between the two variables is calculated and stored within the
data warehouse (9).
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As the survey shows, at different moments of time one query is affected by different
resources. The idea is that BIS can accumulate historical information about these
dependencies and, within a particular time, can record their correlation value.

After enough forecasted database statistics are generated using stored procedures, for
example, these forecasted values (12) will load (10) in a new empty virtual database (11).
This means that actually there will be no data in the database. It will be loaded only with
forecasted database statistics.

The focus is on having no data in the database (11). The idea is to provoke the query
optimizer to propose an execution plan for the monitored queries according to the estimated
future state of the database.

Considering that monitoring systems are based on statistical data, monitoring of the future
state of a database (13) can be performed. Of course, the monitoring can be realized using
different instruments or systems, for example using OLAP tools.

Monitoring is a process that may occur irregularly and remotely, which requires
consideration of technological capabilities to create a suitable user interface for presenting
the available information. This interface should be appropriate for isolating the specifics of
the overall architecture to enable a choice of different technical realizations, depending on
the specifics, needs and policies of the organization. Creating a layer of services to be used
as interface for accessing data in the overall architecture is a good approach.

Furthermore, the architecture offers an additional layer of web services (14) which
provides the necessary data for monitoring the future state of the database so that any
business organization can integrate, visualize and implement the data in a different and
appropriate way.

Conclusion

In summary, in this paper an architecture for monitoring the future state of a database is
presented. In the beginning the authors present the problems with the business applications.
Then a literature review for monitoring and database monitoring is made. The authors
propose architecture of business intelligent system for monitoring the future state of a
database. The proposed solution gives the business enough time for reaction to an occurring
problem with the application’s performance and respectively the database’s performance.

rchitecture™,

of business Business Bett
intelligent has enough dataebaesre‘s
system for s time for performance
database reaction

monitoring

Fig. 4. Better database’s performance

As for future work, the authors intends to develop and present a tool using the concept of
this paper.
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Abstract. In today the main problems attendant on the business applications are
relevant to their productivity and performance.

The problem of monitoring and productivity optimization of the database of a business
application is a traditional problem and for its solution there are many various concepts
and software products developed. But all solutions perform monitoring on the current
condition of the information system which makes the process of optimization slow and
ineffective.

The current report proposes a metadata model for manage generating a specific data
warehouse and explains the idea of forecast and monitoring the future state of a
database.

The proposed model would give the opportunity for isolating the specifics of different
databases and also would give an easy way to organize the process of generating the
specific data warehouse.

Keywords: metadata, database monitoring, database administration, database
performance, performance forecast

Introduction

Business software applications’ main problems are relevant to their productivity and
performance.

The problem of business information systems’ monitoring and optimization has been a
current topic recently because the need for a solution is recognized in more and more
business areas.

The seeking for solution in this area — improvement of systems’ performance, is still in
progress.

This paper is focused on a little part of a concept for performance management —
generating a specific data warehouse.

State of the art

Problem

If we consider the information system as a whole entity, composed of great number of
elements, there can be found performance problems on every layer in the architecture of the
system.

— Database layer,
— Business logic layer
— Presentation layer
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Every layer in an information system has its specifics and its weaknesses. The system
layers are interrelated. If a problem occurs in one of the layers, the problem will become a
problem for the whole system.

Literature

Monitoring the performance of information systems is related to collecting data for
occurring events (applications, processes, etc.). Modern technologies allow monitoring the
performance to be made at each layer of the architecture of the system but the highest level
of data provision has the layer for data management.

This data provision is better due to the database management systems’ supply of large
number of data and statistics for the functioning of the system.

Data layer

System
performance
problems

- Presentation
layer

Fig. 1. Where can in an information system occur performance problems?

The information about the performance of a system may be provided from the database
management system itself. Each system provides system tables and views which contain
information about the structure of the database, its work and the work of the system.

This information may be used for monitoring, as it is available at different levels of detail
— individual values, cumulative values.

For performing qualitative monitoring, the information that should be collected is for:

Data volume;

The execution of queries;

The execution time of queries;

Execution plans;

Database users;

Loading of the system, i.e. simultaneous operation of multiple users, number of user
connections to databases at different times;

Time to connect to the database;

e Number of queries to the database;

¢ Regularity and frequency of executions of queries;
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The database structure (tables, columns, relations, etc.);
Number of created indexes;

The operation of the cache buffer;

The execution of transactions;

The number and duration of execution of current operations;
The number and duration of sessions;

Number and duration of the current lock resources;

And others.

This information is available in each database management system and it represents the
current status of database including the collected statistics which are a picture of the
database. The larger DBMS (database management system) provide functionality for
collecting historical information, but with significant restrictions. Therefore the layer of data
management in the whole architecture of the business application is well provided with
information. This is a good opportunity for collecting historical information, which could be
used for forecasting the future state.

Results

In order to perform data forecasting, there have to be enough historical data gathered as a
basis.

As we mentioned above, every DBMS provides information about the work of a database,
but these values are a moment picture of the database state and are not being stored. This
arises the need for proposing a concept for monitoring the future state of a database, as well
as the need for a well structured data warehouse being the foundation of this concept.

The data source in such architecture for monitoring the future state of a database consists
of the database of the business information system and the database that stores metadata for
the management process of generating the structure of the data warehouse. This metadata is
stored with a set purpose for automatic generation of data warehouse according to the
specifics of the database. As the process of generating structures for a data warehouse can be
automated, we propose storing metadata to help controlling it. It follows a model of metadata
for managing the generating process and the generation of specific data warehouse:
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Fig. 2. Metadata model for generation management of a specific Data Warehouse

This metadata can indicate what the corresponding database’s name is, what DBMS it
works with, and the path to the database, and other relevant data. There are a set of stored
procedures that are used for managing the whole warehouse generating process. The idea is
to generate a data warehouse with a structure that is appropriate to a different DBMS.

The different types of DBMS store information about the work of a particular database in
diverse in name and structure tables and views. This arises the need for storing metadata for
each type of DBMS.

The data warehouse is designed to store historical information that is extracted from the
system tables and tables of statistics of a particular DBMS so its data source is potentially
one and is homogeneous. Therefore it’s reasonable to propose storage with an analogous
structure to the system tables, equipped with an indicator of time. In such a structure it is
possible to provide procedures for generating these structure-based meta descriptions.

Conclusion

In summary, in this paper metadata model for generation management of a specific data
warehouse is presented. In the beginning the authors present the performance problems on
each layer in business applications. Then a literature review for data provision is made. The
authors propose architecture of business intelligent system for monitoring the future state of
a database that requires generating a specific data warehouse. The proposed solution gives
business a specific data warehouse for storing statistical history data, which helps to manage
the application’s performance and respectively the database’s performance.
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As for future work, the author intends to develop and present a tool using the concept of
this paper.
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STRUCTURED INTEGRATION APPROACH BASED
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Abstract. Recently the approaches of integrating software systems in heterogeneous
environments undergo significant changes with the adoption and development of
service-oriented technologies. The service oriented software development offers
considerable advantages in the field of software integration, since it is based on open
and widely applied standards for interoperability, data exchange in common formats and
open data transport protocols. Although service oriented architecture is applied in many
projects with different level of interoperability delivery and shows very high rate of
success, there is a lack of structured approach which can be applied in wide range of
integration problems. This paper proposes adopting a structured approach for executing
service oriented integration, which can optimize the cost of implementing such projects
and can guarantee a certain level of success.

Keywords: Integration, service-oriented architecture, integration methodology

Introduction

Since service-oriented technologies are based on open standards and can be executed on
various platforms, they are successfully used in wide range of applied projects to shorten the
gap when software systems built on different proprietary standards should be integrated.
Such projects are integration of legacy systems with newly developed software, building a
common enterprise integration environment and so on. Development of integration
environments based on service-oriented technologies if often technologically successful, but
a structured methodology for running such kind of project is not sill adopted. This leads to
trying different ways for applying service oriented integration in different projects which
doesn’t guarantee optimal development time and cost and sometimes the result may not
deliver the targeted level of interoperability. For such structured method to be developed the
integration environments can be divided in layers and common reusable patterns which are
used in applied projects can be identified on each layer.

Definition of Integration Environment

Integration of software systems was a common but a challenging job in software
engineering for some time now. An integration project is always related with tasks such as
analysing the already existing systems which should be integrated, researching which is the
best technology to deliver systems interconnection and functional interface exposure,
implementing the system integration interfaces and middleware and, most importantly,
defining and delivering the capabilities that should be provided by the integrated solution as
a whole.
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Since the existing systems which should be included in the integration process can vary
significantly from one to another and every system has its own technology and semantic
specifics, the environment can become very heterogeneous, both from a technical and
abstract perspective. This leads to a more complex implementation phase, which is related
with building a dedicated integration interface or the so called adapter for every application
in the solution and implementing a common infrastructure, also called middleware, which is
responsible for aggregating system functionality and data semantics and last but not least
making all of these components to work together.
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Figure 1. Integration Environment.

On that foundation we can define an integration environment as all components between
the single systems participating in the integration and the end-user, which includes the
system adapters, integration middleware and the interconnection between these modules.

An integration environment can be also defined with the following features:

e |t provides software adapters and builds integration interfaces for a common
functional exposure.

e |t provides a common middleware which aggregates system functionality and
data semantics from the stand alone systems.

e It has well-defined composite capabilities and provides a facade or front end
interface for consuming the aggregated functions as a single composite
application, i.e. the environment provides a certain level of transparency.

Layers of an Integration Environment

Since the aim of our research is to define integration methodology based reusability levels
we should firstly divide the integration environment on layers. Such layers are the wrapping
(adapter) layer, the data integration layer, the data transport layer, the functional interfaces
layer, etc. Each layer has its own techniques for delivering interoperability and they bring
different rate of reusability depending on the layer. In that case each layer can be related to a
different level of reusability.
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Figure 2. Layers in an Integration Environment.

Based on our previous definition of an integration environment we can define the following
layers (listed from bottom to top in the stack sequence):

System Interconnection Layer — this layer provides the integration interfaces
between the core of the integration environment and the stand-alone systems. It
is sometimes called adapter layer, since the system entities are wrapped by the
so called adapters — software module which enable their communication and
data exchange with the integration solution. With the adoption of service-
oriented technologies such adapters are often implemented as software service
modules.

Common Infrastructure Layer - this layer provides the integration
infrastructure or, in other words, the core services that should be provided to the
stand-alone systems. Such services are the functionality aggregation, data
transformations, providing common data formats, and communication protocols
and so on.

Composite Facade Layer — this layer can be mapped to the presentation layer in
a classical software architecture. The difference is that here the front end is not
limited to a user interface only. Since an integration solution can be consumed
from both users and machines, this facade can be composed from a human
interface (for example a portal solution) or a machine consumable interface (for
example an orchestrated service set, composite application/service, a business
process execution environment, etc.)

As it can be seen from the above layers’ definition, the most heterogeneous one is the

bottom laye

r. Since this layer consists of different software modules (adapters), and every
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system has its own specifics which should be considered in the wrapping process, it is
composite in his nature. To simplify the research of this layer and easily identify some
reusable patterns, we can further divide in to sub layers:
o Data Integration Sublayer — this layer consists from the adapters used for data

integration with stand-alone systems.
e Functional Integration Sublayer — this layer consists from the adapters used for

functional integration with the system entities.
e Presentation Integration Sublayer — this layer consists from the adapters used

for presentation integration with lower level systems.

Reusable Patterns

The next step in our research is to identify some reusable implementation patterns which
are widely adopted in applied projects. Based on our previous definition of layers in an
integration environment we can depict some patterns that can be observed in such kind of
solution, starting from bottom to top in the layer stack.

Integration Layer

User Interface

Business Logic

Data Stare Ej

Systemn 1

Function Integration

Usar Interface

Business Logic

Data Store Ej

Syslem 2

Presentation Integration

Figure 3. System Interconnection Patterns.

User Intarface

Business Logic

Data Store Ej

System 3

Data Integration

First of all, the system interconnection patterns can be matched to the interconnection
sublayers and therefore can be easily defined:
e Data Integration Pattern — the adapter is implemented to wrap directly the
data repository or data-access layer of system that should be interconnected
to the integration environment.
e Functional Integration Pattern — the adapter is implemented to wrap the
business logic layer of the stand-alone system. This can be done by
invoking an existing APl or if access to the system implementation is

available.

e Presentation Integration Pattern — if no other options are available the
adapter is implemented to emulate an interaction with the user interface of
the stand-alone system, or the so called “screen scraping”. This pattern has
the least invasive implementation.

260



INTERNATIONAL CONFERENCE ON APPLICATION OF INFORMATION AND COMMUNICATION TECHNOLOGY AND STATISTICS IN
EcoNomy AND EDUCATION (ICAICTSEE —2012), OcTOBER 5-6™,2012, UNWE, SOFIA, BULGARIA

On the common infrastructure layer we can identify some patterns related with the
aggregation data semantics and the dispatching capabilities of this module.

The Entity Aggregation Machine pattern can be observed when the integration
middleware is used to solve semantic conflict between data fetched from different repository.
A semantic conflict appears when data with common semantics has different persistence
model across the different repositories. To solve this, the integration middle tier aggregates
the fetched entities and outputs the data in a common model.

Aggregated Client

Common 1D
Prefix
Mame

Initial
Family

I
[ Data Aggregation Machine: Common Data Format, Aggregated Entities |

()
System N

Client Clignt
D 1D Client
MName Prefix
Initial Mame 1D
Family Family Mame and Family

Figure 4. Data Aggregation Pattern.

A Central Broker pattern can be observed when a central mediation element is
implemented to reduce cohesion between the integrated modules/systems. The broker should
provide capabilities for routing messages between modules, supporting a systems endpoints
registry and data transformation between systems.

A Service Bus pattern also has its aim to reduce the coupling between the integrated
stand-alone systems. A service bus usually provides a common data-transmission format,
bus-command message set and shared infrastructure and protocols for communication. This
pattern is usually implemented with web service oriented technologies, which almost
naturally provide the capabilities listed above.

System 1 System 4 System 1 System 2 System 3
System 2 (e g':::‘:'rl M- System 5 | I Service B:us I ]
: : 3
System 3 System 6 System 4 System 4 Syst:zm 51
Figure 5. Central Broker Pattern. Figure 6. Service Bus Pattern.

On the composite facade layer we can identify some patterns related with the presentation
of the aggregate results and outputs of the integration solution as a whole.
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The Portal Machine pattern is implemented when a user needs to interact with more than
one stand-alone system to execute his tasks. To avoid manual switching and transition of
data between systems, they can be wrapped as services to aggregate their functionality in the
integration middleware. If this implementation is available, a common user interface can be
presented for a transparent interaction with all the systems.

User Interface
Process Integration P1 P2 F3
| Portal Machine |

6 6 o 6 ¢ o

| Systam 1 | | Systam 2 | | Systam 3 | | Systam 1 ‘ ‘ System 2 ‘ ‘ System 3 ‘

Figure 7. Portal Machine Pattern. Figure 8. Process Integration Pattern.

The Process Integration pattern is observed when there is a need for process management.
When the single machine tasks in a business process are already executed by existing
systems, they can be also wrapped as services and then orchestrated in a process by a process
execution middleware (for example a business process management software). Then a user
or machine interface for process execution can be provided as a common output of the
integrated solution.

Rate of Reusability

The main aim of defining and using patterns in software design and development is to
build maintainable software and get predictable results thanks to the pattern reusability and
its proven behaviour. After we have defined the layers in an integration environment and the
patterns which can be used on each layer we should further investigate their reusability, in
order to map each layer to a level of reusability.

To accomplish this we can define reusability rate as a measurable property of a pattern.
The reusability rate for each pattern can be measured as a sum of key application indicators.
Here are some proposals for such indicators:

e Application — this indicator can be measured by empirical research to examine in
how many already executed integration projects the pattern is applied. For example
the function integration pattern can be expected to have higher rate of application
than presentation integration, since the first one can be used for more complex tasks.

e Implementation Effort — the effort that should be spent by integration developers to
implement the pattern. Here also can be applied experimental to approach to
evaluate each pattern, but obviously patterns included in “off the shelf” software
(for example the service bus solutions) will have better rate on this indicator.

e Invasiveness — the more core function of a stand-alone system we access to
implement a pattern, the more invasive is the implementation. For example a screen
scrapping adapter is the least invasive one, while a function adapter or data adapter
is more invasive since it access core functions.

e Cohesion/coupling — if the pattern provides lower level of coupling between the
elements it will be more reusable, since it can be easily applied with different
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modules and within heterogeneous environments. For example the service bus and

central broker patterns has lower level of cohesion than a mesh topology.

e Platform Dependency — if the pattern leverages more platform independent
technologies (like the web-services standards), the more applicable will it be in
different environments.

e Number of off the shelf solutions — if the pattern is applied in more off the shelf
integration middleware packages it will has higher rate of reusability.

Based on these application indicators we can define each pattern’s rate of reusability
and then we can calculate the average level of reusability of each of the defined integration
environment layers. A common integration methodology can be based on these levels of
reusability, with the patterns and layers with higher reusability rate will have broader impact
on such approach.

Conclusion

After we have defined an integration environment and its common layer that are
naturally used in applied projects and after we have identified the most applicable patterns,
we have proposed a methodology for evaluating the reusability level of each pattern and
layer. Based on these results we can further research the topic to provide calculations for the
reusability rates of each component and use them as a foundation for a structured integration
approach in which the higher reusability rates will have broader impact on the methodology
as a whole.
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Abstract. Developing and implementing local administrative policies is a major issue
for regional development. In this context, the report examines the issues of application
of information technologies as part of local administration and policy. This is important
for the extension of the electronic services for citizens and businesses, as well as for the
development of the concept of information society. On the basis of analyzes made in
the paper, conclusions and directions for future development are formulated.
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Introduction

Financial stability is a major problem for local government. Recent years we have seen the
expansion of the procedures of decentralization and delegation of authority. [1] These trends
lead to increased revenue and spending powers of the municipalities. This necessitates the
application of techniques for balancing administrative and professional staff of the municipal
administration on the one hand and the new powers on the other hand. Also, we must pay
attention to the changes in technical and technological means for taking a new income and
expenditure authority derived from the decentralization process

Information aspects of local administrative policy

The policy of providing administrative services at the local level is constantly changing. In
this paper, we will introduce those who are related to (Fig. 1):
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Provision and
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Study the need for
new services for
individuals and
businesses
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the process of local
government

Description and
modelling of
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at the local level

Fig. 1. Information aspects

Electronization of the process of local government;

Description and modelling of business processes at the local level;
Study the need for new services for individuals and businesses;
Provision and extension of online services, etc.

In this study, under the term "electronic local government” we understand the created and
used set of specialists in municipalities, hardware resources and relevant software systems
that makes it possible for the municipality to provide electronic services to citizens and
businesses. Examinations that we made give us the reason for proposing the following
sequence of steps for electronization of the process of local government (Fig. 2):
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Fig. 2. Electronization of local government

Determining the need for relevant e-services;

Analysis and modelling of business processes;

Design of logical and physical architecture of the system;
Design of database, business logic and system interface;
Implementation of database, business logic and system interface;
Testing and deployment of the system.

As can be seen from the mentioned several stages of the process of electronization, the
process itself is one of the toughest tasks faced by any local government. These stages are
part of information security in the mean of conducting the local administrative policy.

In order to determine the status of e-services in the local administration, a representative
survey has been conducted. The survey was conducted in early 2012 in 55 municipalities in
the Republic of Bulgaria (NSI) [6] using a questionnaire consisting of six main sections,
namely (Fig. 3):
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Fig. 3. Structure of the questionnaire

The territorial distribution of the municipalities in the sample is shown in Fig. 4.

Fig. 4. Territorial distribution of the municipalities in the sample
The results of the responses to the question "Is it possible through the website of your
municipality any online services to be performed?" are presented in Table 1.

Table 5. Online services

Answer Municipalities
Yes 34
No 21
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The results of the responses to this question show that more than half of municipalities
provide online services - 34 municipalities. Unfortunately, the larger is the percentage of
municipalities that do not provide such services - 40%. In order the electronic local
government to operate, the web sites of the municipalities have to provide various electronic
services.

The results of the responses to the question "Does your municipality provide some web
services for connection with other systems?" are presented in Table 2.

Table 2. Web services for connection with other systems

Answer Municipalities
Yes 17
No 38

The development of e-local government requires a connection to each municipal computer
system with external systems and databases. Practice shows that this principle of data sharing
is implemented through web services. Data from surveyed municipalities shows that such
data transfer is possible only in 17 of all 55 municipalities. In the remaining 38
municipalities there is no existing software connection to external systems.

Summary

Empirical research and analysis made give us a reason make a formulation of a number of
conclusions:

Relatively rarely a single municipality hires new IT specialists;

Municipalities have good hardware resources;

A small number of local administrations have the opportunities for online services;
More of the municipalities do not have systems for early warning systems;

These findings give us grounds for taking appropriate steps towards creating conditions for
the expansion of electronic services at the local level.
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Abstract. This paper focuses on the structure of municipal documents. These
documents are official applications, which provide any specific facts and information in
a particular type of law. In this sense, each local administration has its own document
structure, described in the existing municipal regulations. Under the structure of
municipal documents we understand the list of attributes of the document and their
meanings in relation to this document. Typically, this structure does not change during
the calendar year, but in many cases the structure is different for any of the following or
even for each subsequent calendar year. Therefore, the paper examines some
methodological issues of dynamising database structure in municipalities. For this
purpose, five software methods are discussed — software method for defining
documents, software method for presenting documents as metadata, software method
for saving documents presented as metadata, software method for storing documents as
metadata, software method for retrieving documents saved as metadata. The paper ends
with conclusions about the advantages of using a software methodology for dynamising
database structure in municipalities.

Keywords: Methodology, database, software method.

Software methodology for dynamising database structure in

municipalities

For the purpose of establishing a software methodology for dynamising database structure in
municipalities we choose a system of software methods that are subordinate to each other i.e.
system of consistently associated methods. In this sense, by "software methodology™ will be
understood set of software methods and rules of interaction between them (fig. 1):

Set of software methods. In terms of achieving the dynamic structure of municipal
documents we offer software methodology consisting of five software methods,
namely: software method for defining documents, software method for presenting
documents as metadata, software method for saving documents presented as
metadata, software method for storing documents as metadata, software method for
retrieving documents saved as metadata;

Rules of interaction. The basic rule in the present study is the relationship between
software methods that are part of the proposed methodology for dynamising
database structure in municipalities — the result of the execution of any method
within the methodology is a gateway to the next method in the methodology (the
result of the implementation of the last method within the methodology is relevant
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in relation to the functionality of the first method) and the existence of any method
makes sense only in the formation of the completion of the software methodology.

2. Software
1. Software
method for
method for resentin
defining P g
documents as
documents
metadata
3. Software
?\%Stcl:gg?;? method for
retrieving dof:?Janqnegnts
documents saved
as metadata presented as
| _metadata
4. Software -
method for
storing
documents as
metadata

Fig. 1 Relation of software methods within the software methodology

In terms of research and in terms of the proposed methodology for dynamising database
structure in municipalities, for us documents are forms that provide some concrete facts and
evidence in a particular order. In this sense, each document has its own structure. Under the
structure of the documents we mean the list of attributes for each document and their
meaning in relation to this document.

From the point of view as a software solution, this set of five software